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ABSTRACT
Finite-difference (FD) techniques are widely used to model wave propagation through complex structures. Two main sources of error can be identified: (1) from numerical dispersion and numerical anisotropy and (2) by modeling the response of internal grid boundaries. Conventional discretization criteria to reduce the effects of numerical dispersion and numerical anisotropy have long been established (5-8 gridpoints per wavelength for a fourth-order accurate FD scheme). We analyze the second source of errors, comparing different staggered-grid FD solutions to the Cagniard-de Hoop solution in models with fluid–solid contacts. Our results confirm that it is sufficient to rely on conventional discretization criteria if the fluid–solid interface is aligned with the grid. If accurate modeling of the Scholte wave is required, then a new imaging method we propose should be used to allow for conventional sampling of the wavefield to minimize numerical dispersion. However, for an interface not aligned with the grid (irregular interfaces), a spatial sampling of at least 15 gridpoints per minimum wavelength is required to obtain acceptable results, particularly in seismic seabed applications where Scholte waves may need to be modeled more accurately.

INTRODUCTION
Finite-difference (FD) techniques have been widely used to model a broad range of seismic wave propagation problems. One advantage of FD techniques is their ability to model wave propagation in media with fairly general spatial variation of elastic properties. However, particularly for models with sharp discontinuities, FD schemes are by no means free from accuracy problems (Cunha, 1993; Zahradník et al., 1993). Nevertheless, FD methods have been applied successfully to model problems with sharp discontinuities in the past, e.g., by Dougherty and Stephen (1988) and by Robertsson and Holliger (1997). Particularly interesting is the accuracy of elastic FD solutions for the wavefield in a fluid–solid configuration. Here, several wavefield components are discontinuous; special attention is required to obtain a good representation of the derivatives of the discontinuous fields. It is important to establish the accuracy of modeling a fluid–solid interface for conventional marine seismics but even more so in seabed seismics and borehole applications, where Scholte waves are generated. The problem of modeling a fluid–solid boundary condition is addressed in several studies—for instance, by Rodrigues (1993). We attempt to offer a complete characterization and quantification of the problem for commonly used FD schemes.

Discretization of a model leads to two types of errors. The first type is numerical dispersion and numerical anisotropy, caused by the dependency of numerical phase and group velocities on grid spacing and grid orientation. Errors are also introduced by modeling internal grid boundaries. Boundary conditions along an internal interface are only implicitly satisfied, and discretization of a medium results in artificial steps at dipping interfaces.

Several alternative methods to avoid staircase fluid–solid interfaces in a discretized model have been proposed. Fornberg (1988) introduces a curvilinear coordinate system so the grid coincides with a smooth interface. Zhang and Symes (1998) propose an extended FD scheme in the vicinity of internal boundaries for discontinuous terms across the interface. Schoenberg-Muir calculus (Muir et al., 1992) solves the gridding problem by representing a stack of flat elastic layers with a homogeneous anisotropic layer. Each grid cell where different material properties are specified is treated as a stack of layers. The exact position of an interface can be modeled using boundary integral equation techniques or the finite-element (FE) method. Boundary integral equation techniques are efficient in a medium comprised of relatively homogeneous
layers (Bouchon, 1996). Komatitsch et al. (2000) obtain good results in a fluid–solid configuration using a spectral element approach. A disadvantage of FE methods is that, for many applications, it is computationally more expensive than finite differences. Hybrid modeling techniques, combining ray theory, discrete-wavenumber, FD, and FE methods, reduce the computational cost significantly (Moczo et al., 1997; Robertsson et al., 2000; Robertsson and Chapman, 2000).

We compare 2-D FD solutions with an analytical solution for the wavefield reflected at a flat fluid–solid boundary (de Hoop and van der Hijden, 1983). We choose a configuration where Scholte waves are significant arrivals in the recordings as a critical test. The accuracy of the numerical schemes is investigated for different grid spacings, different angles between the orientation of the grid and the fluid–solid boundary, and for different source–receiver configurations. Special attention is paid to the implementation of the fluid–solid interface in the numerical schemes and the consequences for the numerical results.

FINITE-DIFFERENCE METHOD

An FD scheme requires a numerical approximation to the equations which govern wave motion. Important factors contributing to accuracy of FD modeling are the use of high-order differential operators (Dablain, 1986) and staggered grids (e.g., Virieux, 1986). The high-order operators can be used to minimize the effects of numerical dispersion and numerical anisotropy, whereas the staggered scheme is introduced to obtain more accurate and robust operators.

We limit our discussion on the discretization of the elastic equations to the staggered second-order-accurate in both space and time scheme (Virieux, 1986) and the staggered second-order-accurate in time, fourth-order-accurate in space scheme (Levander, 1988; Robertsson et al., 1994). These modeling schemes are referred to as O(2,2) and O(2,4), respectively.

Discretization

A 2-D Cartesian system with a horizontal axis \(x\) and a vertical axis \(z\) pointing downward demonstrates the discretization of the isotropic \(P-SV\)-wave case. Elastic wave motion is governed by the equation of motion and the elastic constitutive equation. These equations can be written as a first-order hyperbolic system for the unknown components of stress \((\tau_{xx}, \tau_{zz}, \tau_{xz})\) and particle velocity \((v_x, v_z)\):

\[
\frac{\partial v_x}{\partial t} = \rho^{-1} \left( \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{xz}}{\partial z} \right),
\]

\[
\frac{\partial v_z}{\partial t} = \rho^{-1} \left( \frac{\partial \tau_{zz}}{\partial z} + \frac{\partial \tau_{xz}}{\partial x} \right),
\]

\[
\frac{\partial \tau_{xx}}{\partial t} = (\lambda + 2\mu) \frac{\partial v_x}{\partial x} + \lambda \frac{\partial v_z}{\partial z},
\]

\[
\frac{\partial \tau_{zz}}{\partial t} = (\lambda + 2\mu) \frac{\partial v_z}{\partial z} + \lambda \frac{\partial v_x}{\partial x},
\]

and

\[
\frac{\partial \tau_{xz}}{\partial t} = \mu \left( \frac{\partial v_x}{\partial z} + \frac{\partial v_z}{\partial x} \right),
\]

where \(\rho\) is the density and \(\lambda\) and \(\mu\) are the Lamé parameters. Derivatives are discretized using centered finite differences. The O(2,2) scheme uses two points to estimate spatial derivatives, and the O(2,4) scheme uses a four-point spatial differential operator. The O(2,2) scheme was introduced by Virieux (1986) and the O(2,4) scheme by Levander (1988). To limit the effects of numerical dispersion, the O(2,2) scheme requires sampling 10 to 15 gridpoints per minimum wavelength. The O(2,4) scheme requires less dense sampling: 5–8 gridpoints per minimum wavelength. Cunha (1993) proposes a modified-Virieux-staggered grid. The stress fields \([\text{equations (3)}–\text{(5)}]\) are substituted into equations \((1)\) and \((2)\) to allow the application of short operators to calculate derivatives of (discontinuous) material properties and long operators for the computation of derivatives of field variables.

When the spatial discretization step is fixed, the time step has to be chosen according to the Courant stability criterion to obtain stable results:

\[
\Delta t < \frac{\Delta x}{v_{\text{max}}},
\]

where \(\gamma\) is the so-called Courant number, the parameter which controls stability, and \(v_{\text{max}}\) is the maximum velocity present in the model. The Courant number for the 2-D O(2,2) scheme is (Virieux, 1986)

\[
\gamma = \frac{1}{\sqrt{2}}.
\]

For the 2-D O(2,4) scheme (Levander, 1988),

\[
\gamma = 0.606.
\]

Fluid–solid interface

The physical boundary conditions at the fluid–solid interface require (1) the continuity of the normal component of the particle displacement, (2) the equality of the normal component of the traction in the solid and the opposite of the acoustic pressure in the fluid, and (3) the vanishing of the tangential components of the traction in the solid.

Instead of explicitly satisfying the boundary conditions, effective media parameters are used (Boore, 1972; Schoenberg and Muir, 1989; Zahradník et al., 1993; Graves, 1996). Effective media parameters provide a more accurate representation of the actual parameters by appropriately satisfying the traction continuity across the interface (Zahradník et al., 1993). Effective medium parameters in a staggered grid are (Graves, 1996)

\[
\bar{\mu}^{i+1/2,j+1/2} = \frac{1}{4} \left[ \frac{1}{\bar{\mu}^{i,j}} + \frac{1}{\bar{\mu}^{i+1,j}} + \frac{1}{\mu^{i,j+1}} + \frac{1}{\mu^{i+1,j+1}} \right]^{-1}.
\]

The arithmetic average value of densities is

\[
\frac{\rho^{i+1/2,j}}{2} = \frac{1}{2} \left( \rho^{i,j} + \rho^{i+1,j} \right),
\]

\[
\frac{\rho^{i,j+1/2}}{2} = \frac{1}{2} \left( \rho^{i,j} + \rho^{i,j+1} \right).
\]

Harmonic averaging of the shear modulus [\text{equation (9)}] ensures that shear stresses vanish across the fluid–solid interface (Figure 1). Continuity conditions are satisfied implicitly.
A dipping interface is represented by a staircase of vertical and horizontal fluid–solid boundary segments in the numerical scheme (Figure 2). The steps of the interface in the discretized medium cause deviations in solutions since boundary conditions are satisfied for components normal and tangential to the interface. Muir et al. (1992) show that staircase interfaces cause diffractions in the modeled waveforms.

METHOD

The model consists of two homogeneous layers. The upper layer is a fluid half-space; the lower half-space is an isotropic solid. The fluid density is 1000 kg/m³, the fluid velocity is 1500 m/s, the solid density is 2500 kg/m³, the P-wave velocity is 3500 m/s, and the S-wave velocity is 2000 m/s. Both media have no attenuation. As absorbing boundaries, perfectly matched layers (Berenger, 1994; Chew and Liu, 1996) were applied along all sides of the grid. The source and receivers are located in the fluid, 10 m above the interface. The source is a line explosive pressure pulse which emits a 50-Hz Ricker wavelet.

The FD solutions for the wavefield in this configuration are compared with the solutions obtained with the Cagniard-de Hoop method (de Hoop and van der Hijd, 1983). To quantify the accuracy of the numerical solution, we need to define a suitable measure. The recordings obtained from a numerical simulation \( f(l \Delta t) \) are compared with the analytical results \( g(l \Delta t) \) using the L2 norm error:

\[
E = \frac{\sum_{l=0}^{N} (f(l \Delta t) - g(l \Delta t))^2}{\sum_{l=0}^{N} g(l \Delta t)^2},
\]

where the summation is over all samples of each trace. The direct wave is removed from these records to best analyze the accuracy of the reflected wave, head wave, and Scholte wave. A disadvantage of this error measure is that it is particularly sensitive to time shifts rather than amplitude differences when the waveform is distorted. For this reason, synthetics are also compared directly to the analytical solution.

To compare simulations at different mesh sizes \( \Delta x \), all simulations are performed at a constant maximum Courant number \( \gamma = 0.25 \).

Implicit and explicit methods for fluid–solid interface positioning

We investigated at which level in the staggered grid the fluid–solid interface is effectively located. Three analytical solutions for different interface positions—\( z = j \Delta z \), \( z = (j + 1/2) \Delta z \), and \( z = (j + 1) \Delta z \) (see Figure 1)—were compared to the corresponding numerical solution in Figure 3. Interestingly, best results were obtained at the interface position \( z = (j + 1) \Delta z \); the interface intersects \( \tau_x \), \( \tau_z \), and \( v_x \). This is the interface location in the Cagniard-de Hoop solutions.

This result suggests a strategy to satisfy boundary conditions explicitly at the level \( z = (j + 1) \Delta z \). By imaging \( \tau_x \) components as odd functions around the fluid–solid interface, we are assured that \( \tau_x \) vanishes at this boundary. Robertson (1996) successfully applies a similar approach for implementing the free-surface condition. Within the fluid, we explicitly set spatial derivatives of shear stresses to zero. Solid material properties are used to compute field variables at the boundary. Effective media parameters are not applied. We refer to this technique as the FD image method.

FIG. 1. Fluid–solid interface location for a horizontal flat fluid–solid interface.

FIG. 2. Implementation of a dipping fluid–solid interface.

FIG. 3. Comparison between an \( O(2,4) \) simulation and analytical results computed for different interface depths \( z(\text{int}) \). In the FD simulation the uppermost gridpoints with solid material properties are located at \( z = (j + 1) \Delta z \). The lowermost gridpoints within the fluid occur at \( z = j \Delta z \) (see Figure 1), where \( \Delta z = 1.0 \) m.
This condition can be applied to smooth interfaces using grid deforming techniques (Fornberg, 1988) so the interface coincides with the grid again. So far, we did not find an accurate method to apply to irregular interfaces.

RESULTS

For synthetic seismograms it is important to establish the relation between desired accuracy and computational cost, i.e., how to discretize the computational domain to obtain acceptable results. Obviously, this depends on the application and the complexity of the model. We investigated three situations: (1) the fluid–solid interface aligned with the grid, (2) the fluid–solid interface not aligned with the grid (in both of these experiments the source and receivers were located near the interface), and (3) an experiment with towed marine survey parameters.

**Interface aligned with the grid**

Figure 4 displays the error of \( O(2,2) \) simulations as a function of offset. The recordings at 500 m offset (Figure 5) consist of the reflected wave and the Scholte wave. The error increases with offset and, as expected, best results are obtained for the finest grid spacings. The numerical result is almost identical to the analytical solution for \( \Delta x = 0.5 \) m, 30 gridpoints per minimum wavelength. For coarser grid spacings the Scholte wave is delayed and the waveform becomes more and more distorted (numerical dispersion). Effects of numerical dispersion and anisotropy in the \( O(2,2) \) solutions are reduced choosing a time step at 80–100% of the limiting Courant number (Alford et al., 1974). However, we chose to work with a relatively low Courant number, \( \gamma = 0.25 \), to avoid unrealistic high phase and group velocities in the \( O(2,4) \) simulations (Levander, 1988). Also, in real full-scale models we often have a lower Courant number at the fluid–solid interface since higher velocities occur elsewhere in the model.

Figure 6 shows the error of \( O(2,4) \) simulations as a function of offset. Interestingly, the \( O(2,2) \) scheme is overall more accurate than the \( O(2,4) \) scheme for a sampling rate up to 15 gridpoints per minimum wavelength (\( \Delta x = 1.0 \) m). This is caused by the shorter spatial extent of the \( O(2,2) \) stencil compared with the \( O(2,4) \) scheme. On the other hand the \( O(2,4) \) scheme provides more accurate results for coarser grid spacings because of the suppression of numerical dispersion.

Another interesting point is that the \( O(2,4) \) Scholte wave propagates faster than the analytical one (Figure 5). Using five gridpoints per minimum wavelength (\( \Delta x = 3.0 \) m), this effect is counterbalanced by numerical dispersion, which delays and distorts the signal. The L2 error norm is rather sensitive to time shifts, which explains the smaller L2 error of this simulation, but this result actually is worse.

Figure 7 shows the error of \( O(2,4) \) image solutions as a function of offset. Now we observe a relatively large error around 50 m offset. From there on, the error decreases with offset. Good results are obtained at large offsets (see Figure 5).
In particular, note the small differences between the analytical solution and the numerical solutions for $\Delta x = 0.5$ m and $\Delta x = 2.0$ m, 30 and 7.5 gridpoints per minimum wavelength, respectively. Numerical dispersion is still suppressed, and there is a small time shift between the numerical and analytical solutions. The large error at 50 m offset is caused by a time shift together with destructive interference between the reflected wave and the Scholte wave. A small amplitude results in a larger relative error.

**Interface not aligned with the grid**

Figures 8–10 show the accuracy of the synthesized wavefield as a function of dipping angle. As expected, best results are obtained when the fluid–solid interface is aligned with the grid (0° and 90°). For dip angles away from 0° and 90°, the error increases and does so more rapidly for coarser grid spacings. Near a dip of 45° the error decreases. This is probably because the interface aligns with gridpoints. Asymmetry between errors at 15° and 75° and between 30° and 60° at zero offset is related to different locations of the steps in the numerical interfaces.

In Figure 11, pressure recordings at 500 m offset are displayed for different dipping angles of the fluid–solid interface. Even for very fine grid spacings there remain substantial differences between numerical and analytical solutions. The error is mainly characterized by a time shift and diffraction in the Scholte wave. The reflected $P$-wave (the first arrival in the displayed recordings) is modeled accurately.

The error of the $O(2,4)$ simulations is smaller than the error of the $O(2,2)$ simulations (see Figures 11a and b). For an interface not aligned with the grid, the Scholte wave is delayed in the results of both numerical schemes. The time shift of the $O(2,4)$ Scholte waves is smaller; hence, the error is smaller. Moreover, the waveform is less distorted. The second-order scheme is more sensitive to the irregular steps of the interface than the fourth-order scheme is. Recall that for an interface aligned with the grid, the $O(2,2)$ scheme is superior to the $O(2,4)$ scheme when using at least 15 gridpoints per minimum wavelength.

Comparing the two fourth-order simulations, we observe that the error rapidly increases with grid spacing. The Scholte...
wave is more delayed and the waveform becomes more distorted. Dense sampling is required to obtain acceptable results.

**Towed marine seismic example**

So far we have only considered situations where Scholte waves are important arrivals in the recordings. Next we present a simulation to investigate the accuracy of FD simulations using typical towed streamer survey parameters. In this example the model consists of two isotropic half-spaces with no attenuation. The density of the fluid, the upper layer, is 1030 kg/m$^3$; the density of the solid is 1500 kg/m$^3$. The fluid velocity is 1460 m/s, whereas the $P$-wave velocity in the solid is 1700 m/s and the $S$-wave velocity is 400 m/s. The two layers are separated by a flat interface, dipping $10\degree$ with respect to the grid. The source is a line pressure pulse which emanates a 50-Hz Ricker wavelet and is located in the fluid 300 m above the interface. Receivers are located at the same height above the interface. Absorbing boundaries are used on all sides of the model. A free surface is not used since it would make it more difficult to interpret the sea-floor reflection. A section of seismograms from the FD simulation with 0.8 m grid spacing (5 gridpoints per minimum wavelength) is shown in Figure 12, and the error as a function of offset is displayed in Figure 13. Accurate results are obtained at all offsets. In this configuration, interface waves do not contribute to the recordings, and reflected waves are modeled accurately when the effects of numerical dispersion are minimized.

**DISCUSSION AND CONCLUSIONS**

We have investigated FD modeling of wave propagation in a fluid–solid configuration and compared the results to the Cagniard-de Hoop solution. The results confirm that the FD technique is suitable for computing the wavefield in these models.

For an interface aligned with the grid, dominant errors are characterized by a time shift in the Scholte wave. The Scholte wave calculated with the $O(2.4)$ scheme has a larger velocity than this wave in the analytical solution, whereas the $O(2.2)$ Scholte wave is delayed. The $O(2.2)$ scheme provides more accurate results than the $O(2.4)$ scheme when using at least a spatial sampling of 15 gridpoints per minimum wavelength. For coarser grid spacings, the $O(2.4)$ scheme is more accurate. The accuracy of the results decreases with offset.

Our image method for the fluid–solid interface provides good results, in particular for coarse grid spacings at larger offsets. In combination with grid deforming techniques (Fornberg, 1988), this could be a very useful method for simulations of seabed seismic surveys.

In the case of dipping interfaces, discretization results in steps in the interface. This causes time delays in the FD solutions compared to the results for a fluid–solid interface aligned with the grid. The main differences between the numerical and
analytical solutions occur in waves traveling along the interface. For dipping interfaces with respect to the grid, the error rapidly increases with dipping angle until 30°. For dipping interfaces, the O(2,4) scheme is more accurate than the O(2,2) scheme for all grid spacings at all offsets.

A criterion for the number of gridpoints per minimum wavelength is very dependent on the application. Sufficiently accurate results are obtained for towed streamer applications using 5–8 gridpoints per minimum wavelength in the O(2,4) scheme. Here, the Scholte wave does not contribute significantly to the recordings, and the fluid–solid boundary is relatively flat (dipping angle <10°). Hence, it is sufficient to rely on the conventional criterion for limiting numerical dispersion in finite differences. In seabed seismic applications, on the other hand, the Scholte wave may need to be modeled more accurately. This requires at least 8–15 gridpoints per minimum wavelength to provide accurate results. Our technique requires a spatial sampling of only 5–8 gridpoints per minimum wavelength to provide good results.

In applications where larger dipping angles of the fluid–solid interface with respect to the grid are expected (e.g., fluid-filled boreholes or sonic tools), larger errors occur in the synthetic data. Reasonably accurate results are obtained using 30 gridpoints per minimum wavelength for all dipping angles. Smaller dipping angles (<15°) require a spatial sampling of 15 gridpoints per minimum wavelength.

Similar results are expected in a 3-D fluid–solid configuration.
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