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Finite-Frequency SKS Splitting: Measurement and Sensitivity Kernels

by Anne Sieminski, Hanneke Paulssen, Jeannot Trampert, and Jeroen Tromp

Abstract Splitting of SKS waves caused by anisotropy may be analyzed by mea-
suring the splitting intensity, i.e., the amplitude of the transverse signal relative to the
radial signal in the SKS time window. This quantity is simply related to structural
parameters. Extending the widely used cross-correlation method for measuring tra-
vel-time anomalies to anisotropic problems, we propose to measure the SKS-
splitting intensity by a robust cross-correlation method that can be automated to build
large high-quality datasets. For weak anisotropy, the SKS-splitting intensity is re-
trieved by cross-correlating the radial signal with the sum of the radial and transverse
signals. The cross-correlation method is validated based upon a set of Californian
seismograms. We investigate the sensitivity of the SKS-splitting intensity to general
anisotropy in the mantle based upon a numerical technique (the adjoint spectral-
element method) considering the full physics of wave propagation. The computations
reveal a sensitivity remarkably focused on a small number of elastic parameters and on
a small region of the upper mantle. These fundamental properties and the practical
advantages of the measurement make the cross-correlation SKS-splitting intensity
particularly well adapted for finite-frequency imaging of upper-mantle anisotropy.

Introduction

Information from shear-wave splitting is often used
to constrain deformation in the Earth. Such deformation
can preferentially orient anisotropic minerals of the mantle
over large scales, making the elastic structure anisotropic for
seismic-wave propagation (e.g., Kaminski and Ribe, 2002).
A characteristic property of wave propagation in anisotropic
media is shear-wave splitting. In such a medium, two ortho-
gonally polarized S waves propagate with different speeds
(e.g., Babuska and Cara, 1991). Analyzing shear-wave split-
ting thus gives information on the anisotropy of the material,
which can then be interpreted in terms of deformation with
the help of mineral physics. A common way of analyzing
shear-wave splitting is to measure the time shift between
the fast and slow S waves and the polarization azimuth of
the fast wave. The time shift is proportional to the magnitude
of anisotropy and the length of the path in the anisotropic
structure. For a single homogeneous anisotropic layer with
hexagonal symmetry and a horizontal symmetry axis, assum-
ing vertical incidence, the polarization of the fast S wave is
aligned with the orientation of the fast symmetry axis. Mea-
suring the polarization of the fast wave requires that we know
the polarization of the unsplit S wave in the isotropic refer-
ence model. SKS and SKKS waves are thus very convenient
for shear-wave splitting measurements, and most of the
present shear-wave splitting datasets involve these waves.
SKS and SKKS waves are core phases. When entering
the liquid outer core, S waves are converted into P waves.
This conversion makes them emerge out of the core as ra-

dially polarized SV waves. Because they are teleseismic
phases, their propagation is nearly vertical from the core-
mantle boundary (CMB) to the surface. In an isotropic model,
they mainly appear on the radial component at the receivers.
However, if they encounter an anisotropic structure between
the CMB and the surface, they are split and some signal is
observed on the transverse component.

The SKS-splitting parameters (time shift and fast polar-
ization) only give direct insight into the anisotropic proper-
ties of the Earth in the case of a single homogeneous layer
with hexagonal symmetry and a horizontal axis. For more
complex anisotropy (i.e., multiple layers, laterally varying
anisotropy, a tilted symmetry axis, or lower symmetries),
the measured time shift and fast polarization are only appar-
ent parameters without a direct correspondence to the char-
acteristics of the structure, and additional analysis is required
(Silver and Savage, 1994; Levin et al., 1999; Hartog and
Schwarz, 2000, 2001). Most studies to date have been based
on an asymptotic description of wave propagation (i.e., ray
theory). In the asymptotic description, body waves are
evenly sensitive to perturbations of structural parameters
along the geometrical ray path. Travel-time anomalies are
thus an integrated measure of the perturbations in wave speed
along the ray path. Similarly, the SKS-splitting time shift re-
flects the properties of anisotropy integrated from the CMB to
the surface, while the fast polarization corresponds to the last
anisotropic layer seen by the wave (Chen and Tromp, 2007).
In this description, the shear-wave splitting measurements

1797



1798

provide good lateral resolution but poor vertical resolution.
Shear-wave splitting measurements, however, are finite-
frequency data. The commonly analyzed waveforms have a
dominant period varying from ~3 sec (Hartog and Schwarz,
2000, 2001; Polet and Kanamori, 2002) to ~10 sec (Long
and van der Hilst, 2005; Lev et al., 2006). A Fresnel-zone
description gives some indication about the location in
depth of the detected anisotropy. In such a Fresnel-zone de-
scription, body waves are sensitive to the structure over a
finite-size frequency-dependent volume around the ray path.
By comparing SKS-splitting measurements at neighboring
stations, it is possible to infer upper and lower limits for
the location of anisotropy (Alsina and Snieder, 1995).

Seismic tomography recently has moved from an
asymptotic description of wave propagation to finite-
frequency theories (e.g., Montelli et al., 2004; Chen et al.,
2007). This has been motivated by the firm belief that sig-
nificant progress in imaging the Earth’s structure requires
accommodation of finite-frequency aspects of wave propa-
gation. This change was complemented by the extensive use
of the cross-correlation method to measure travel-time anom-
alies. Cross-correlation travel-time anomalies are intrinsi-
cally finite-frequency data that should not be analyzed with
asymptotic theory. The cross-correlation method has several
practical advantages. It has allowed seismologists to more
quickly build large and high-quality datasets than feasible
through manual picking (Woodward and Masters, 1991;
Su and Dziewonski, 1992; Ritsema and van Heijst, 2002).
SK S-splitting observables should similarly be improved for
higher-resolution imaging of anisotropy, emphasizing large
datasets and finite-frequency theories. We cannot apply the
Born formalism of Dahlen et al. (2000) directly to the usual
two-parameter description of SKS splitting, because the time
shift and the fast polarization are not simply linked to struc-
tural parameters. Finite-frequency SKS-splitting imaging
therefore requires the definition of other observables that
capture the frequency dependence of wave propagation and
are simply related to perturbations of structural parameters.
The splitting intensity introduced by Chevrot (2000) fully
satisfies these requirements. This observable measures the
perturbation of the transverse signal relative to the radial sig-
nal. Based on a Born-scattering plane-wave formalism,
Chevrot (2006) subsequently developed a finite-frequency
vectorial tomography to image hexagonal anisotropy using
an SKS-splitting intensity dataset. An important result from
Chevrot’s (2006) synthetic tests is that good vertical resolu-
tion can be achieved when the frequency dependence of SKS
splitting is considered. We propose here to measure the SKS-
splitting intensity by a stable cross-correlation method. Simi-
lar to travel-time measurements, measuring the SKS-splitting
intensity by cross correlation can be easily automated to ob-
tain large datasets.

After briefly reviewing the classical SKS-splitting ob-
servables and measurement techniques, we present and vali-
date the cross-correlation method with a northern California
dataset in the section entitled Measurements. In the section
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entitled Sensitivity, we explore how the SKS-splitting in-
tensity sees general anisotropy by investigating its sensitivity
to perturbations of 21 elastic parameters with the adjoint
spectral-element method (Tromp et al, 2005; Liu and
Tromp, 2006; Sieminski et al., 2007a, 2007b). This numer-
ical method accounts for the full physics of seismic-wave
propagation and provides the sensitivity to first-order pertur-
bations. The results highlight interesting properties of the
SK S-splitting intensity for imaging mantle anisotropy.

Measurements

The Two-Parameter Approach

Traditional shear-wave splitting studies measure the
time shift AT between the fast and slow S waves and the
polarization azimuth of the fast wave ¢;. The methods to
measure these parameters usually assume that only one sin-
gle split is visible at the receiver. In this case, the S-wave
signal d observed at the receiver on the radial and transverse
components (Silver and Chan, 1991; Chevrot et al., 2004)
can be obtained from the isotropic reference S-wave signal
s, such that, in the frequency domain,

d = R7'DRs. (1)

The matrix R expresses the rotation from the radial-
transverse coordinates to the fast-slow coordinates. It de-
pends on the fast polarization ¢ . The matrix D is a time-shift
operator controlled by the time shift AT. Measuring the split-
ting parameters ¢, and AT consists of finding the inverse
operator of R™'DR that cancels the observed splitting. For
SKS waves, a search for the parameters (d)f, AT) is made
by minimizing the energy of the corrected transverse signal
(Vinnik ez al., 1989; Silver and Chan, 1988, 1991). For gen-
eral S waves, the criterium is to maximize the linearity of the
corrected S-wave particle motion (Silver and Chan, 1991) or
the similarity in the pulse shape of the corrected fast and slow
signals (Levin ef al., 1999). Uncertainties in the measure-
ments are estimated by an F-test (Silver and Chan, 1991).
These different techniques give similar results for simple an-
isotropy, but significant discrepancies have been observed in
complex structures like subduction zones (Long and van der
Hilst, 2005) or when one is close to a null measurement
(Wiistefeld and Bokelmann, 2007). A null measurement oc-
curs when there is no apparent splitting. For SK'S waves, this
happens for a very weak transverse signal. It may be an in-
dication of no significant anisotropy or of a fast axis parallel
or orthogonal to the reference polarization. In this case, the
measurements of the splitting parameters are not stable.
Figure 1 shows an example of this traditional analysis
of SKS splitting for seismograms selected from the northern
California dataset of Hartog and Schwartz (2000, 2001). We
apply the energy-minimization technique of Silver and Chan
(1991) to the signals filtered at different periods. The uncer-
tainties are estimated with an F-test. In Figure 1, we show the
seismograms recorded at station YBH for a deep New Britain
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Figure 1. Illustration of the traditional two-parameter approach to analyze SKS splitting. We search for the parameters (¢4, AT) mini-
mizing the energy of the transverse component. The top panels show the observed radial (d;) and transverse signals (d,); the middle panels
show the corrected radial and transverse signals. The signals are time-windowed with a Welch taper centered on the SKS arrival and filtered
with an acausal fourth-order band-pass Butterworth filter. The upper period is 100 sec, although most of the SKS signal is contained in
periods lower than 25 sec. The lower period is 1 sec in the left-hand panels and 8 sec in the right-hand panels. The dominant period of the
signals is about 8 and 12 sec, respectively. The bottom panels are the contours of the transverse energy normalized by the minimum energy as
a function of the fast polarization ¢ and the time shift AT The heavy blue contours outline the 95% confidence region obtained from an
F-test and the red star indicates the energy minimum. The splitting intensity S = —%AT sin 2(¢; — ¢) is calculated from the measured
values of AT and ¢;. The signals are recorded at station YBH of the BDSN for a deep New Britain event (140-km depth) located at an

epicentral distance of 90° (Table 1).
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event band-pass filtered such that the dominant period of the
signals is ~8 or ~12 sec. The difference between the results
at these two periods reflects the frequency dependence of
SKS splitting. It is not the same region of the Earth that
is sampled at these different periods. Note that for this re-
gion, the splitting parameters at most of the stations vary
with the back azimuth of the event. This has been observed
in many other places and cannot be explained by laterally
varying hexagonal anisotropy with a horizontal symmetry
axis (Hartog and Schwartz, 2000, 2001).

For general anisotropy, the relations between the split-
ting parameters A7 and ¢, and the structural parameters are
not simple. In an asymptotic description, they are not linearly
linked to perturbations of the elastic parameters (Chen and
Tromp, 2007). This theoretical difficulty, in addition to the
instabilities observed for near-null measurements and the
time-consuming grid search, motivates the definition of an-
other description of SKS splitting that is better adapted to
imaging.

The Splitting Intensity

Developing equation (1) in the time domain for SKS (or
SKKS) waves leads to

d\(1) = s;(t — 6Ty) cos® p + 5, (1 — 6T) sin*vp,  (2)

dy(1) = [s1(t = 0T y) — 51(t — 6T )] sin1p cos 1), 3)

where 1 is the time, d;, the observed radial and transverse
SKS signals, and s, the reference isotropic radial SKS signal
(the reference isotropic transverse signal s, is zero). The
quantities 67 ; and 67 ; are the time shifts of the fast and slow
split S waves, respectively, and we have 6T, — 0T, = AT.
Throughout the article we use the convention of a posi-
tive time shift for a delay. The angle v is the difference
¢ — Py, Where ¢ is the polarization azimuth of the refer-
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ence SKS wave. For weak anisotropy, the time shifts are
small relative to the dominant period of s, and equations (2)
and (3) become to first order

d] (t) =5 (t) — (ST)( COS2 1/)S] (t) — (STS Sin2 7#&"] (t)
= 51(0) + 651 (0), “4)

dy (1) = %AT sin 2055, (1) = 8s,(7), (5)

where the signal s is the time derivative of s and 6s;(f) =
—6T ; cos? 1§ (1) — 6T sin 1§ (r). Considering weak an-
isotropy (i.e., small time shifts and a small AT) implies
that 6S1'2 < S1.

Writing d, as the function of d; such that

do(1) = %AT sin 2¢d, (1) (6)

is to first order equivalent to equation (5) for weak anisot-
ropy. SKS-splitting studies are commonly based upon equa-
tion (6) instead of equation (5) (Vinnik ef al., 1989; Levin
et al., 1999; Chevrot, 2000). Equation (5) or (6) describes
an interesting property of the observed transverse signal
for weak anisotropy. This signal is the time derivative of the
radial signal (Fig. 2) scaled by the quantity %AT sin 24).
Chevrot (2000) proposed to use this property to characterize
SKS splitting. He introduced the splitting intensity S as the
normalized projection of the transverse signal onto the time
derivative of the radial signal,

_ _Jd0dxds

[di(ndr ™

where the integrals are over the SKS time window. Note
that the definition we give here is slightly different from

dominant period ~ 12 s

S=0.46 +/-0.07 s

di
d2
-0, d1
t
1380 1385 1390 1395 1400 1405
time [s]

Measurement of the SKS-splitting intensity by projecting the transverse signal (d,) onto the time derivative of the radial signal

(0,d;). Note the similarity of these two waveforms in agreement with equation (6). The filtered, time-windowed SK'S signals are the same as

in Figure 1.
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Chevrot’s (2000, 2006) original definition. We introduce a
minus sign to obtain a more direct comparison with the
cross-correlation splitting intensity discussed in the next sec-
tion. The splitting intensity is thus to first order related to the
splitting parameters by

5~ _%Msin 2, — o). ®)

From this relation it is clear that the splitting intensity has the
dimension of a time. The splitting intensity was originally
introduced in a multichannel technique to retrieve the split-
ting parameters AT and ¢,. By measuring S for a wide range
of ¢y and by fitting the different measurements with a sine
curve, we can indeed obtain AT and gbf (Chevrot, 2000). The
splitting intensity may be measured at different periods. In
Figure 2, we analyze the same seismograms as in Figure 1
using the projection method (equation 7). The uncertainties
in the measurements are estimated from the difference be-
tween d, and —Sd; (Chevrot, 2000). The splitting intensities
measured based upon this method (Fig. 2) can be compared
to the values of —%AT sin2(¢; — ¢) as given by the two-
parameter approach (Fig. 1) for weak anisotropy. There is
agreement within the uncertainties of the measurements.

We will see in the section entitled Sensitivity that the
Fréchet derivative of the splitting intensity with respect to
the density and the elastic parameters may be obtained based
upon the Born approximation (Dahlen et al., 2000; Favier
and Chevrot, 2003; Tromp et al., 2005; Chevrot, 2006).
Calculating the Fréchet derivatives relative to structural
parameters is key to imaging schemes. Because we can cal-
culate these derivatives (analytically or numerically), the
SKS-splitting intensity has a great advantage over the two-
parameter approach.

The Cross-Correlation Splitting Intensity

In Sieminski ef al. (2007b), we proposed to use temporal
observables, inspired by the cross-correlation travel-time
anomaly, to analyze S-wave sensitivity to anisotropy. The ob-
servable we present here comes from the general definition
for S waves (equation 18 of Sieminski et al., 2007b). Before
discussing this observable in the specific case of SKS waves,
we first review the definition and advantages of measuring
travel-time anomalies by cross correlation.

From a practical perspective, to make a reliable cross-
correlation travel-time measurement, we need two similarly
shaped waveforms. In global tomography, this may be ac-
complished by cross-correlating an observed long-period
waveform with a corresponding synthetic reference wave-
form. The observed waveform d recorded on a given com-
ponent is expected to be very similar in shape to the reference
waveform s time shifted by an amount 67, such that we may
write d(t) = s(t — 6T). The travel-time anomaly 67 may be
retrieved by cross-correlating the observed and reference sig-
nals. It corresponds to the maximum of the cross correlation,

I'(r) = /s(t— T)d(1)d 1, )

the integral being over the time window of the wave of inter-
est. Cross correlation is generally preferred over picking for
global body-wave tomography because it facilitates a precise
and objective analysis of longer-period body waves that have
a good signal-to-noise ratio (Woodward and Masters, 1991;
Su and Dziewonski, 1992). It is a quick, easy, and very ro-
bust data-analyzing tool. The technique is derived from a
matched filter optimally designed to detect a known wavelet
in the presence of white noise (Robinson and Treitel, 1980).
For meaningful results, the observed signal must be very
similar to the reference signal. To assess this similarity,
Maggi et al. (2006) proposed three indicators based upon
the cross-correlation function I' (equation 9): (1) the maxi-
mum value max[I"] of the cross-correlation function, (2) the
value of 6T at which I' is maximum, and (3) the amplitude
ratio 6 In A between the observed and time-corrected refer-
ence signals. Acceptance limits for these indicators are then
tuned depending on the problem and the dataset at hand,
usually to mimic the selection that would be made by in-
specting the data by eye. The uncertainties in the accepted
measurements can be estimated from the difference between
the observed signal d(t) and the time-corrected reference sig-
nal s(t — 6T) through their variance,

2 = 1w —sa—sm)pds 10
[§*(t—6T)d1t
Together with carefully designed and tuned acceptance cri-
teria, the cross-correlation method is well adapted for auto-
mated measurement algorithms (Ritsema and van Heijst,
2002; Maggi et al., 2006), making it possible to build large,
reliable, and easily reproduced datasets. As the cross correla-
tion involves finite time windows, the measured travel times
are intrinsically finite-frequency data, unlike the infinite-
frequency picked travel times. By cross-correlating band-
pass-filtered signals in different period ranges, we also
obtain frequency-dependent travel-time anomalies. Consis-
tent analysis of these data therefore requires that we consider
finite-frequency wave propagation. Dahlen et al. (2000) have
shown how the cross-correlation travel-time anomaly may be
related to the Earth’s structure through finite-frequency sen-
sitivity kernels. Our aim is to find a suitable observable that
can be used to make robust finite-frequency SKS-splitting
measurements and that may be related to the Earth’s structure
through complementary finite-frequency sensitivity kernels.
For weak anisotropy and to first order, equation (6)
gives d, = —Sci’l, suggesting that there exists a time shift
ot such that

dy (1) + dy(t) = d, (1) — 67d, () = d,(t — 67),  (11)

and the splitting intensity S can be measured by cross-
correlating the sum d; + d, with d;. Following Dahlen
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et al’s (2000) Born formalism, in weakly anisotropic media
we may interpret the transverse component d, as a (first-
order) scattered radial signal from d; (d, = 65| = 6d,).
Adding d, to d; slightly perturbs d;, and in weakly aniso-
tropic media, equation (11) shows that this perturbation is
small enough to be interpreted as a time shift, which may be
measured by cross correlation. We thus consider the cross-
correlation function

I'(r) = [dl(t— T)(d, + dy)(¢)d . (12)

Expecting a small 67, this cross correlation is calculated by
integrating over the SKS time window and it has only one
maximum. Let us confirm that the time shift 67 of the max-
imum of the cross correlation (equation 12) is indeed the
splitting intensity S of equation (7) for weak anisotropy.
The time shift 67 is defined by

.T(67) = — / dy(t—67)(d, + dr))()dt = 0.  (13)

dominant period ~ 8 s
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For weak anisotropy, this yields to first order

_ Jdidy(nd1

[ d@dr 14

which is the original definition of the splitting intensity
(equation 7). Figure 3 shows an example of measuring the
SK S-splitting intensity with the cross-correlation method for
the seismograms shown in Figures 1 and 2. Note the simi-
larity in the waveforms of the summed signal d; + d, and
the radial signal d; at these rather long periods, showing that
it is sensible to cross-correlate these two signals. For the va-
lidity of the method, it is important to check this similarity.
Acceptance of the measurements can be decided with Maggi
et al’s (2006) indicators adapted for the cross correlation in
equation (12). For accepted measurements, uncertainties are
then estimated with the variance o> (equation 10) quantify-
ing the similarity of (d; + d,)(¢) and the time-shifted
di(t—6r).

We have seen that for weak anisotropy, the SKS-
splitting intensity can be measured from the cross correlation

dominant period ~ 12 s
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Figure 3. Measurement of the SK S-splitting intensity by cross-correlating the radial signal (d;) with the sum of the radial and transverse
signal (d; + d,). Note the similarity of these two waveforms, making it possible to cross-correlate them. The top panels show the filtered,
time-windowed SKS signals and the bottom panel the normalized cross-correlation function (equation 12), its length depending on the
selected time window, which is different for these two periods. The signals are the same as in Figures 1 and 2.
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in equation (12). This method is validated based upon seis-
mograms from the northern California dataset of Hartog
and Schwarz (2000, 2001). We selected the recordings of
10 deep events (Table 1) at 13 of the BDSN stations (Fig. 4).
Figure 5 compares the SKS-splitting intensities from the
cross-correlation method to the measurements from the
two previous methods in different period ranges (from
periods longer than 1 sec to periods longer than 13 sec).
The cross-correlation measurements are accepted if they
satisfy the following criteria: (1) max[I'] must be larger than
0.95, (2) |67| must be smaller than 2 sec, and (3) |6 In A| must
smaller than 0.5. These values have been chosen from visual
inspection of the waveforms (indicator 1), the previously ob-
served values of splitting intensity (Chevrot, 2000; Long and
van der Hilst, 2005) (indicator 2), and the assumption d, <
d, (indicator 3). For this dataset, the measurements are
mostly rejected because max[I"] is too small. For periods
longer than 1 sec (signals band-pass filtered between 1 and
100 sec), fewer cross-correlation measurements are accepted,
because at short period the waveforms are indeed more com-
plicated and less similar (Fig. 3). The larger uncertainties ob-
tained for periods longer than 13 sec (signals band-pass
filtered between 13 and 100 sec) result from the small am-
plitude of the SKS signal in this period range for these
events. For the two-parameter measurements, we use the
energy-minimization technique illustrated in Figure 1. Only
the most reliable measurements are kept. They are identified
from the 95% confidence values of ¢, and AT obtained
based upon an F-test. We discard measurements with an error
larger than 45° in the fast polarization or an error larger than
2 sec in the time shift. It is usually the error in the fast po-
larization that is too large for this dataset. This technique
selects fewer measurements, especially at longer periods
where the signal amplitude is small (Fig. 1). This is another
advantage of the splitting intensity over the traditional two-
parameter description, because it gives acceptable results
(S = 0) close to null measurements. Within the uncertainties,
the cross-correlation measurements are in good agreement

42°

41°

36"

35 '
235" 236" 237" 238" 239" 240° 241°

242°

Figure 4. Map of the 13 BDSN stations used to obtain the mea-
surements shown in Figure 5.

with the results from the other two methods (Fig. 5). The
agreement is especially good for dominant periods between
1 and 13 sec. For large splitting intensities (|[S| > 1 sec), the
agreement slightly deteriorates, as is clearly seen for periods
longer than 13 sec. This is not surprising, because the differ-
ent definitions of the splitting intensities (equations 7, 8, and
12) are equivalent under the assumption of weak anisotropy
(and first-order calculations). For dominant periods between
1 and 13 sec the splitting intensities of real data are usually
small and satisfy the weak-anisotropy condition.

Table 1

Ten Earthquakes Selected from the Hartog and Schwarz (2000, 2001) Dataset for the
Measurements Shown in Figure 5

Event Name Region Latitude (°) Longitude (°) Depth (km) M, Distance (°) Back Azimuth (°)
080793A  Taiwan 26.68 125.84 164.90 6.0 89.4 304.1
080993G  Hindu Kush 36.38 70.47 213.70 5.8 104.5 349.7
090693A  New Ireland —4.78 153.13 59.20 6.0 89.0 263.1
062495A  New Ireland —3.83 153.93 386.90 6.2 87.8 263.4
062995D  Vanuatu —19.42 168.95 142.70 6.2 86.6 242.1
081495A  New Britain —4.90 151.80 140.40 6.3 90.1 263.9
110596B  Kermadec —30.95 —179.73 366.70 59 87.6 226.7
050397C  Kermadec —31.70 —179.06 119.30 6.6 87.8 225.8
052597D  Kermadec —32.02 —179.95 345.00 6.2 88.5 226.1
040599A  New Britain —5.65 149.71 149.40 6.2 92.2 264.6

Most events are located in the southwest Pacific subduction zone. The event parameters are taken from the
Centroid Moment Tensor catalog (www.globalcmt.org). The average epicentral distance and back azimuth
for the 13 BSDN stations shown in Figure 4 are indicated.
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Figure 5.  Comparison of the SK S-splitting intensities measured based upon the cross-correlation method and the projection method (left-

hand side) and the two-parameter approach (right-hand side) at different periods. The error bars are calculated from equation (10) adapted for
the cross-correlation measurements (i.e., d = d; + d, and s = d;). The number N is the number of accepted measurements and disp is the
mean difference between the measurements with the cross-correlation method and the results of the two others’ methods. The data are from
the northern California dataset of Hartog and Schwarz (2000, 2001). Ten deep events (Table 1) have been analyzed at 13 of the BDSN stations
(Fig. 4).
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This experiment with real data validates cross correla-
tion as a suitable technique to measure the SKS-splitting in-
tensity. This way of measuring the SKS-splitting intensity
fully benefits from the advantages of the cross-correlation
method described before, that is, the finite-frequency con-
tent, robustness, and the possibility to automate the proce-
dure to obtain large datasets. All of this can also be said for
the projection method (equation 7), but a practical advantage
of measuring the splitting intensity by cross correlation is
that it is a straightforward adaptation of the cross-correlation
technique widely used to measure travel-time anomalies for
which many tools have already been designed. We selected
the SKS time window by visual inspection for the ex-
periment shown in Figure 5. But this step could also have
been automated based upon Maggi et al.’s (2006) window-
selection algorithm. Their algorithm uses the short-term/
long-term ratio of the signal envelope to detect windows
containing arrivals. This can easily be applied to the SKS
signal recorded on the radial component. In the next section,
we investigate the suitability of the SKS-splitting intensity
for imaging mantle anisotropy.

Sensitivity
The Adjoint Spectral-Element Method

For first-order perturbations, the sensitivity of the SKS-
splitting intensity is given by sensitivity kernels K describ-
ing how perturbations in structural parameters m affect the
observable

68 = /K(x)&m(x)d3 X, (15)

where x is the spatial location and the integral is over the
Earth’s volume. The sensitivity kernel is the Fréchet deriva-
tive of the observable and K = 0,,S. Replacing d; by s; +
0s; (equation 4) and d, by ds, (equation 5) in equation (14)
or equation (7), and keeping first-order terms only, we
may write

J$1(0)0,52(0)d

O = = [$2(r)d1

(16)

Favier and Chevrot (2003) have developed an analytical
expression for the sensitivity kernels of the SKS-splitting in-
tensity to some anisotropic parameters. They determined the
Fréchet derivative of the transverse signal 0,5, in equa-
tion (16) with respect to the elastic parameters using the Born
approximation and a plane-wave description. Their analysis
is limited to hexagonal symmetry with a horizontal axis, and
more specifically to two elastic parameters, v, and . These
parameters are related to Thomsen’s (1986) parameter 7,
representing S-wave anisotropy in media with hexagonal
symmetry, by 7. = vcos 2§, and vy, = ysin2§,, where &,
is the azimuth of the symmetry axis.

1805

We adopt here a more general approach. We numerically
compute the sensitivity kernels to 21 elastic parameters con-
sidering general anisotropy. The computation is based upon
the combination of adjoint methods with spectral-element
simulations of wave propagation (Komatitsch and Vilotte,
1998; Komatitsch and Tromp, 1999). Details of this method
are given in Tromp et al. (2005) and Liu and Tromp
(2006). In this approach, the sensitivity kernels—the Fréchet
derivatives—for a seismic observable at a given receiver are
constructed from the interaction of the regular wave field,
propagating from the source to the receiver, with the adjoint
wave field, propagating from the receiver to the source. The
propagation of the wave field is simulated with a spectral-
element method. The expression for the interaction of the
two wave fields depends on the structural parameters, and
the adjoint wave field is generated by a point-force source
depending on the observation. For an observable o whose
Fréchet derivative is

00 = /h(t)ams,-(t)d t, (17)

where s; is the reference signal on component i and h(f) a
function depending on the observable, the adjoint source
time function f' is the function A reversed in time (Luo
and Schuster, 1991; Tromp et al., 2005)

£7(1) = (T — 1)é;, (18)

with T the duration time of interest and €; the unit vector
corresponding to component i. Following equations (17) and
(18), the adjoint source time function for the SKS-splitting
intensity with the Fréchet derivative of equation (16) is

_s'l(T—t)A

fT(l‘) = —f j‘%(l‘)dl‘ez'

(19)

The sensitivity kernels for the SKS-splitting intensity are
therefore calculated by sending back the time derivative of
the reference radial signal at the receiver applied on the trans-
verse direction.

To calculate the sensitivity kernels, we must also choose
how to parameterize the elastic structure. We describe an-
isotropy with the 21 elastic parameters naturally involved
in asymptotic wave propagation in weakly anisotropic media
(Table 2). Each of these parameters is given by an indepen-
dent combination of the components of the elastic tensor
(Chen and Tromp, 2007). This parameterization of anisot-
ropy highlights the directional dependence of asymptotic
propagation in anisotropic media. In the simplest anisotropic
model, that is, hexagonal symmetry, asymptotic propagation
depends on the incidence angle relative to the symmetry axis.
For example, when the symmetry axis is vertical (or radial),
SH waves propagate horizontally with a speed given by

V/N/p (with p the density), while the speed is /L/p for
S waves propagating vertically. In more general anisotropic
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Table 2

The 21 Elastic Parameters Describing Asymptotic
Propagation in Weakly Anisotropic Media (Chen
and Tromp, 2007) and Their Associated
Azimuthal Dependence

Elastic Parameters Azimuthal Dependence

ACNLF 0¢
J.J K, K, M, M, 1¢
B. By H. H; G, G; 2
D, D, 3¢
E, E, 4¢

The angle ¢ is the azimuth along the geometrical ray path.
Each of these parameters is a linear combination of the com-
ponents of the elastic tensor (Chen and Tromp, 2007). All of
them involve a directional dependence of the wave speed. The
parameters A, C, N, L, and F fully describe anisotropy with
hexagonal symmetry and a vertical (or radial) symmetry axis.
They do not cause any azimuthal dependence. The parameters
producing azimuthal anisotropy are organized in pairs: the ¢ pa-
rameters correspond to a dependence in cosné, and the s pa-
rameters correspond to a dependence in sinné (with n =1, 2,
3, and 4).

models, asymptotic propagation also depends on the azi-
muth. This azimuthal dependence has been widely studied
for surface waves (Smith and Dahlen, 1973; Montagner
and Nataf, 1986). Analyses of surface-wave (Sieminski et al.,
2007a) and body-wave sensitivity (Sieminski et al., 2007b)
to anisotropy show that finite-frequency propagation pre-
sents the same type of directional dependence. Seismic travel
times are more efficiently described by wave speed rather
than elastic parameters and density (Tromp et al., 2005; Liu
and Tromp, 2006). Because the splitting intensity may be
seen as a temporal observable, we prefer to consider the
squared wave speeds associated with the asymptotic param-
eters of Table 2. These 21 anisotropic squared wave speeds
are simply the density-normalized elastic parameters. We de-
note them with a prime, for example, A’ = A/p.

The adjoint spectral-element method makes it possible
to compute sensitivity kernels in any 3D anisotropic model.
The sensitivity pattern may be strongly affected by 3D struc-
tures (Zhao et al., 2005; de Hoop et al., 2006; Liu and
Tromp, 2006). To identify the fundamental characteristics
of the sensitivity of the SKS-splitting intensity, it is, however,
more appropriate to analyze the kernels in a simple Earth
model, and we choose the isotropic preliminary reference
Earth model (PREM) (Dziewonski and Anderson, 1981).

Favorable Properties for Imaging

Body-wave travel-time sensitivity to isotropic pertur-
bations in 1D reference models has been described by a
banana-doughnut kernel (Marquering et al., 1999), that is,
body-wave travel times are sensitive to the structure over
a volume around the geometrical ray path with the sensitivity
being maximum off of the ray path and zero along the ray
path (Hung er al., 2000; Liu and Tromp 2006; Zhao and Jor-
dan 2006). The doughnut pattern, however, disappears in the

A. Sieminski, H. Paulssen, J. Trampert, and J. Tromp

vicinity of the source and receiver because of near-field ef-
fects (Favier et al., 2004). The width of the banana and of
the doughnut hole depend on the path length and the wave
period. For anisotropy, the general sensitivity pattern is still a
banana doughnut in 1D reference models, but it is strongly
controlled by a directional dependence (Sieminski et al.,
2007b). The amplitude of the sensitivity asymptotically
varies with the incidence angle and azimuth of the propaga-
tion. The sensitivity kernels for the SKS-splitting intensity
exhibit these general properties, but the specific path geome-
try of SKS waves lends additional characteristics to this
observable.

First, the SK S-splitting intensity can only be sensitive to
structural perturbations located between the CMB and the
surface, because as the SKS wave enters the liquid outer
core, it loses its transverse component. This is confirmed
by computation, the SKS-splitting kernels are a portion of a
banana (Sieminski et al., 2007b), and we can focus on the
receiver region (Fig. 6). The SKS propagation is nearly ver-
tical beneath the receiver. For common epicentral distances,
the incidence angle is smaller than 11° at the surface. For
such incidence angles, the splitting intensity has significant
sensitivity to only four pairs of parameters: K, ;, M. ;, G ;,
and D, ; (Fig. 6). This is quite remarkable when compared to
direct P and S waves that are sensitive to far more parameters
(Sieminski et al., 2007b) and surface waves (Sieminski et al.,
2007a). In Figure 6 we only display the sensitivities to the
s parameters. The sensitivities to the ¢ parameters, while
being different, have the same characteristics. Differences
will be discussed in Figure 7.

The high sensitivity to these eight parameters close to
the receiver (Fig. 6) is due to the combined effects of geo-
metrical focusing, directional dependence, and near-field
terms. The area of significant sensitivity has a limited extent
in depth. For the 105° path shown in Figure 6 (also shown in
Figure 7), the high-sensitivity zone (the dark red or dark blue
regions) reaches 550 km with a width of about 380 km for the
parameter G’ for periods longer than 8 sec. The depth extent
of significant sensitivity is, however, controlled by the direc-
tional dependence and wave period (Fig. 7). For example, the
azimuthal dependence of the sensitivity to G and G is
asymptotically given by cos 2¢ and sin 2¢, respectively (with
¢ the azimuth along the geometrical ray path). When the azi-
muth &, in the vicinity of the receiver is close to 180°, as for
the path in Figure 6, the azimuthal variation of the depth ex-
tent reaches a maximum for G, and a minimum for G
(Fig. 7). Note that for a path with &, close to 90° the depth
extent of the sensitivity to G is also maximum but the sen-
sitivity amplitude has the opposite sign (Fig. 7). For the pa-
rameters G, the more vertical the path (i.e., the larger the
epicentral distance), the higher the sensitivity. But this effect
is small over the typical distance range because, for paths
between 85° and 115°, the incidence does not vary much
(from 6°-11° at the surface). At longer periods (Fig. 7),
the significant sensitivity zone is wider, but it is still limited
to upper-mantle depths. We especially note that although the
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Figure 6. SKS-splitting intensity sensitivity kernels for 13 of the asymptotic squared wave speeds (Table 2). Only the s parameters for
azimuthal anisotropy are shown. The kernels are displayed on a depth section from the CMB to the surface along the source-receiver great
circle path. We zoom in on the receiver region. The depth tick marks are situated every 500 km from the CMB to the surface, that is, the first
and second tick marks from the surface are at 400- and 900-km depth, respectively. The epicentral distance is 105° and the azimuth &, at the
receiver (the small gray sphere) is 170°. The source mechanism is the 9 June 1994 Bolivia earthquake located at 647-km depth. The adjoint
spectral-element computation is performed for periods longer than 8 sec. The sensitivity is significant only for G, K, M’, and D', (and G,
K., M, and D).
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Variation with azimuth and period of the SKS-splitting sensitivity to the parameters Gy .. The period 7 is the minimum period

of the adjoint spectral-element computation, and &, denotes the azimuth at the receiver. The sensitivity to G, and G'. varies asymptotically
with cos 2¢ and sin 2&, respectively. The first image from left is the same as in Figure 6. The zone of significant sensitivity (dark red or dark
blue regions) is limited to the transition zone (about 550-km depth in the first image, 300 km in the second image, and 400-km depth in the

last two images).

sensitivity is not strictly zero in the D" layer, it is nonsig-
nificant compared to the sensitivity in the upper mantle.
Single-receiver SKS-splitting measurements alone are thus
unlikely to constrain the D" region well.

Adjoint sensitivity kernels may exhibit numerous struc-
tures off the first Fresnel zone. Some of these are due to
structural discontinuities in the reference model (isotropic
PREM), for example, the oscillating positive and negative
small-scale structures near the surface (Figs. 6 and 7). These
structures are organized as rings around the receiver and are
confined to the crust. They are due to scattered waves trapped
in the crust, which arrive at the receiver in the selected SKS
time window. Because the adjoint method is a full-wave ap-
proach, it naturally considers the sensitivity of all of the
waves that arrive in the selected window. Accordingly, these
crustal sensitivity structures do not show up if the kernels are
computed in a model without Moho discontinuity. This effect
is more important at 8 sec than at 13 sec (Fig. 7) because
the shorter period wave field is more affected by the presence
of the crust. This means that short-period (<10 sec) SKS-
splitting data are sensitive to small-scale crustal heterogene-
ities. The circular patterns visible at different depths in the
mantle in the depth sections shown in Figures 6 and 7 are
also observed in a smooth mantle model (without wave speed
discontinuities nor gradients). This suggests that these pat-
terns are likely caused by reflected waves at the free surface
from incident SKP waves that are backscattered in the mantle
and reach the receiver in the SKS time window (Sieminski
et al., 2007b).

In anisotropic media with hexagonal symmetry and a
horizontal axis, the parameters K ;, M. ;, and D ; are zero.
In this case, the only relevant parameters for the SKS-
splitting intensity are thus G ;, in agreement with previous
work (Montagner et al., 2000; Favier and Chevrot, 2003).
For this very specific type of anisotropy, the parameters
G, are directly linked to Favier and Chevrot’s (2003) pa-
rameters 7., such that G|, = —?y, and G, = —3%v, (with
0 the isotropic S-wave speed). The sensitivity kernels for the
two parameterizations are also simply related by

=
I

- =QRKy —Kg)=—-3Kg,
Ye ( H. G‘) G. (20)
K, = —52(2KH; - KG;) = /62KG;»

Vs

because Ky = 0 for the SK S-splitting intensity (Fig. 6). With
these relations, our numerical results can be readily com-
pared to those of Favier and Chevrot (2003). There are dif-
ferences, however. The numerical computation takes fully
into account the directional dependence and all other com-
plexities of wave propagation, such as free-surface and near-
field effects. Favier and Chevrot (2003) do not consider these
effects. Their description captures the major part of the azi-
muthal dependence of the sensitivity, but it misses the part of
the dependence with incidence. Because they consider plane
waves, the incidence angle of the incoming wave is fixed.
The variation of the incidence along the path beneath the re-
ceiver in the upper mantle is indeed small (for a 105° path it
varies from 20° at 1000-km depth to 8° at the surface), but it
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nevertheless partly controls the depth extent of the sensitiv-
ity zone.

Conclusions

We proposed an alternative technique to measure the
splitting intensity of SK.S waves. This observable quantifies
the perturbation of the transverse signal. Although it cannot
be directly interpreted in terms of the anisotropic properties,
the SKS-splitting intensity is linearly linked to first-order
structural perturbations, which makes it appropriate for
imaging. We showed that the splitting intensity corresponds
to a temporal observable that can be measured by cross-
correlating the radial signal with the sum of the radial and
transverse signals. The cross-correlation measurements are
in good agreement with the more traditional measurements
for a northern California dataset. Like the cross-correlation
travel-time anomaly, the cross-correlation SKS-splitting in-
tensity is a simple, fast, and robust measure in the presence of
noise. With an adapted window-selection algorithm and
well-tuned acceptance criteria, it can be automated, making
it possible to build large and reliable SKS-splitting datasets.
By measuring this intrinsically finite-frequency observable
at different periods, we fully benefit from the frequency-
dependent properties of wave propagation for imaging an-
isotropy. In addition, the SKS-splitting intensity presents
favorable properties for imaging, as highlighted by a numer-
ical computation of the sensitivity to general anisotropy. The
significant sensitivity is focused on a small region limited to
the upper mantle and on a small number of elastic param-
eters. Only two parameters are needed for anisotropy with
hexagonal symmetry and a horizontal axis.

The sensitivity to anisotropy is strongly controlled by a
directional dependence. It is difficult to assess whether all of
the different directional effects are fundamental for imaging.
Approximate analytical expressions, such as those in Favier
and Chevrot (2003) and Chevrot (2006), may be sufficient to
describe SKS-splitting sensitivity in isotropic 1D reference
models. On the other hand, an iterative inversion scheme
is needed for high-resolution imaging (de Hoop et al., 2006;
Chen et al., 2007; Tape et al., 2007). Such an inversion
scheme accounts for the nonlinearity of the tomographic
problem, but for good convergence it requires the computa-
tion of the Fréchet derivatives—the sensitivity kernels—in
3D structures. This is quite challenging for analytical descrip-
tions. Numerical methods, however, naturally consider the
full physics of 3D wave propagation and accurately model
the complexity of the sensitivity to anisotropy. They should
thus constitute the basis for future high-resolution imaging of
anisotropy.
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