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S U M M A R Y 

Subsurface temperature measurements play a crucial role, for instance, in optimizing geother- 
mal power plants and monitoring heat-storage systems. Previous studies have demonstrated 

that time-lapse variations in temperature can be correlated with variations in seismic wave 
speeds, offering the potential for temperature monitoring via seismic surv e ys. Howev er, an 

apparent discrepancy has emerged between field and laboratory experiments. Field studies 
predominantly report positive correlations between temperature and seismic wave speeds, 
while laboratory experiments often show anticorrelations. This inconsistency underscores the 
need for a more comprehensive, physics-based understanding of temperature-induced wave 
speed changes. In this study, we strive to bridge the gap between field and laboratory find- 
ings by examining several mechanisms governing temperature-induced seismic wave speed 

changes, namely the intrinsic temperature dependency of elastic parameters and thermally 

induced elasticity. We present a physics-based modelling approach to identify the primary 

mechanisms responsible for temperature-induced seismic wave speed changes. By consid- 
ering several end-member models, we find that intrinsic temperature dependency of elastic 
parameters (ne gativ e correlation) compete with thermal pressure ef fects (positi ve correlation). 
The precise initial and boundary conditions and physical parameters of the system under con- 
sideration will determine the weight of both effects. Temperature-related dilatation does not 
seem to play an important role. We apply our approach to loosely consolidated sediments in 

the shallow subsurface of the Groningen region, where subsurface temperature fluctuations are 
dri ven b y seasonal atmospheric temperature fluctuations roughl y between −5 and 30 

◦C. For 
these models, we predict seasonal temperature-induced changes in body-wave speeds of up to 

8 per cent in the first few metres of the subsurface, high-frequency (above 2 Hz) surface wave 
phase velocity variations in the range of 1–2 per cent, and relative changes in site amplification 

on the order of 4 per cent. These findings contribute to a more comprehensive understanding 

of the intricate relationship between temperature and near-surface seismic properties, offering 

insights for applications as subsurface temperature monitoring systems. 

Key words: Elasticity and anelasticity; Numerical modelling; Time-series analysis; Surface 
waves and free oscillations. 
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 I N T RO D U C T I O N  

ccurate subsurface temperature measurements are necessary, for
nstance, for optimizing geothermal power plants and monitoring
eat-storage systems. Previous studies showed that time-lapse varia-
ions in temperature correlate with variations in seismic wave speeds
Now at: Department of Hydrology and Reservoir Engineering, TNO Geo- 
ogical Surv e y of the Netherlands, Princetonlaan 6, 3584 CB, Utrecht, the 
etherlands 
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e.g. Richter et al. 2014 ; Lecocq et al. 2017 ; Bi èvre et al. 2018 ;
olombero et al. 2018 ; Sleeman & de Zeeuw-van Dalfsen 2020 ;
r mer t et al. 2023 ). This suggests the possibility of using seismic
 ave speed v ariations as a means to monitor temperature changes.
o wever , not all mechanisms for temperature-induced wave speed

hanges have been analysed all at once, and the conditions under
hich these mechanisms induce measurable seismic wave speed

hanges are not well understood. 
Moreover, field and laboratory studies have yielded seemingly

ontradictory results when examining the relationship between tem-
erature and seismic wave speed. Most field studies have reported
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positive correlations between temperature and seismic wave speed 
(e.g. Richter et al. 2014 ; Lecocq et al. 2017 ; Sleeman & de Zeeuw- 
van Dalfsen 2020 ; Er mer t et al. 2023 ), while most laboratory exper- 
iments have shown anticorrelations (e.g. Birch 1943 ; Kohnen 1974 ; 
Kern 1978 ; Christensen 1979 ; Jaya et al. 2010 ). It is therefore not 
al wa ys clear which mechanisms drive wave speed changes under 
which conditions. 

Understanding the mechanisms behind wave speed changes is 
therefore important to determine when and where temperature mon- 
itoring using seismic signals is feasible. By studying the underlying 
mechanisms, we can identify the dominant factors contributing to 
temperature-induced seismic wave speed changes, assess the poten- 
tial for temperature monitoring using seismic measurements, and 
infer environmental implications such as the seasonality of site am- 
plifications for instance. 

This study first presents a series of physics-based models, iden- 
tifying temperature-induced changes in seismic properties (Sec- 
tion 2 ). We then propose an applications in the very shallow subsur- 
face in the Groningen region, The Netherlands, to assess the sen- 
sitivity of seismic observables to temperature changes (Section 3 ). 
This requires a careful analysis of the initial and boundary condi- 
tions and physical properties of the model (Sections 3.1 and 3.2 ). 
We then estimate the evolution of subsurface temperatures resulting 
from forcing by surface temperature diffusion (Section 3.3 ) and de- 
termine the corresponding temperature-induced variations in body- 
wave speeds and surface wave phase velocities (Section 3.4 ). Finally, 
we look at seasonal site amplifications (Section 3.5 ). We identify the 
dominant mechanisms driving temperature-induced seismic wave 
speed changes and find that temperature variations can be mon- 
itored using surface-wave phase velocity v ariations. Interestingl y, 
surface temperature variations can also induce notable changes in 
site amplifications. 

2  T H E O R E T I C A L  B A C KG RO U N D  

Seismic wave speed variations are influenced by temperature and 
pressure changes, assuming the chemistry (including fluids) does 
not change in the subsurface. Temperature and pressure changes 
have a direct influence on the elastic parameters, but they also 
change the elasticity via thermo-elasticity (e.g. Berger 1975 ) or 
stress-induced effects (e.g. Tromp & T rampert 2018 ). Here, w e 
are particularly interested in the two former effects, while lat- 
ter was treated in depth in a different contribution (Fokker et al. 
2021 ). 

Compressional and shear wave speeds v p and v s depend on the 
bulk modulus κ , the shear modulus μ and density ρ: 

v p = 

√ 

κ + 

4 
3 μ

ρ
, 

v s = 

√ 

μ

ρ
. (1) 

Body-w ave speed v ariations can therefore simpl y be deri ved b y 
differentiating eq. ( 1 ) to obtain 

dv p 

v p 
= 

dκ + 

4 
3 dμ

2( κ + 

4 
3 μ) 

− dρ

2 ρ
, 

dv s 

v s 
= 

dμ

2 μ
− dρ

2 ρ
. (2) 
The bulk and shear modulus are intrinsic functions of temperature 
T and pressure P , hence their differential can be written as 

dκ = κ ′ 
T d T + κ ′ 

P d P , 

dμ = μ′ 
T d T + μ′ 

P d P , (3) 

with temperature and pressure deri v ati ves of the bulk and shear 
modulus κ ′ 

T = ( ∂ κ/∂ T ) P , κ ′ 
P = ( ∂ κ/∂ P ) T , μ′ 

T = ( ∂ μ/∂ T ) P and
μ′ 

P = ( ∂ μ/∂ P ) T , respecti vel y . From linear elasticity , we know that 
a relative volume change is gi ven b y the dilatation, and again by 
differentiation, we find that 

d εkk = d V /V = −d ρ/ρ, (4) 

where εij represents components of the strain tensor. By substituting 
eqs ( 3 ) and ( 4 ) in eq. ( 2 ), we can write the wave speed changes as 

dv p 

v p 
= 

κ ′ 
T + 

4 
3 μ

′ 
T 

2( κ + 

4 
3 μ) 

dT + 

κ ′ 
p + 

4 
3 μ

′ 
p 

2( κ + 

4 
3 μ) 

dP + 

1 

2 
dεkk , 

dv s 

v s 
= 

μ′ 
T 

2 μ
dT + 

μ′ 
p 

2 μ
dP + 

1 

2 
dεkk , (5) 

where the first terms on the right-hand side represent temperature- 
induced wave speed changes via the intrinsic temperature depen- 
dency of the elastic moduli, the second terms pressure-induced 
wave speed changes via the intrinsic pressure dependency of elastic 
moduli and the third terms dilatation changes. 

To express the dilatation differential in terms of temperature and 
pressure variations, we need to consider a constitutive equation re- 
lating stress tensor components σ ij to strain tensor components εij . 
In linearized thermo-elasticity, this relation is given by (e.g. Berger 
1975 ) 

σi j = 

[(
κ − 2 

3 
μ

)
εkk − 3 καT ( T − T 0 ) 

]
δi j + 2 μ εi j , (6) 

where αT represents the coefficient of thermal expansion and T 0 is 
some reference temperature. The above equation allows us to solve 
for the dilatation. 

εkk = 3 αT ( T − T 0 ) + 

σkk 

3 κ
. (7) 

Differentiating, reusing eq. ( 3 ) and realizing that σ kk = −3 P , 

d εkk = 3 αT d T − d P 

κ
+ 

P κ ′ 
T d T 

κ2 
+ 

P κ ′ 
P d P 

κ2 
. (8) 

This last equation allows us to investigate the different terms 
contributing to the density perturbations in eq. ( 2 ) in more detail. 
With seismology we are often able to measure wave speed variations 
of the order of a tenth of a percent. αT is of the order 10 −6 –10 −5 ◦C 

−1 , 
unless the temperature variation is hundreds to thousands of degrees, 
the first term can be neglected for the shallow subsurface and even 
the entire crust. κ is of the order 10 9 Pa, unless the pressure variation 
is of the order of MPa, the second term can also be neglected. The 
next two terms are elasticity contributions, which for the shallow 

subsurface, where P is of the order of kPa, are also too small to 
contribute. We can thus conclude that d εkk ≈ 0 for most situations 
in the shallow subsurface. This leaves us only with contributions 
from temperature and pressure deri v ati ves of the elastic moduli in 
eq. ( 5 ). 

These are general considerations, and we have so far neither con- 
sidered initial conditions (reference T , P , κ , μ and ρ) nor boundary 
conditions for any specific medium. Considering some end-member 
media gives us insight into what to expect. 

Let us first consider a medium which is free to expand, meaning 
that all stress components are zero at all time, and as a consequence 
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he medium cannot sustain any pressure changes (d P = 0). From
q. ( 7 ), we further see that εkk = 3 αT ( T − T 0) and hence d εkk =
 αT dT . Finally, we arrive at 

dv p 

v p 
= 

κ ′ 
T + 

4 
3 μ

′ 
T 

2( κ + 

4 
3 μ) 

d T + 

3 

2 
αT d T , 

dv s 

v s 
= 

μ′ 
T 

2 μ
d T + 

3 

2 
αT d T . (9) 

For parameters we can reasonably expect to occur in the subsur-
ace, we note that the first term dominates over αT d T and the tem-
erature changes should correlate ne gativ ely with v elocity changes
s predicted by mineral physics measurements. 

Another end-member medium is one where the expansion is
otally restricted, meaning that all strain components remain zero
t all time. This results in σ kk = −3 P = −9 αT κ( T − T 0 ), or d P =
 αT κd T . We then arrive at the following velocity perturbations 

dv p 

v p 
= 

κ ′ 
T + 

4 
3 μ

′ 
T 

2( κ + 

4 
3 μ) 

d T + 

κ ′ 
p + 

4 
3 μ

′ 
p 

2( κ + 

4 
3 μ) 

3 αT κd T , 

dv s 

v s 
= 

μ′ 
T 

2 μ
d T + 

μ′ 
p 

2 μ
3 αT κd T . (10) 

For parameters we can reasonably expect to occur in the sub-
urface, we note that now the second terms on the right-hand side
ominate (because κ is large), which is nothing else but terms due to
hermal pressure at constant volume, and the temperature changes
hould correlate positi vel y with velocity changes. 

We thus note that mineral physics conditions or thermal pressure
ompete for ne gativ e or positiv e wav e speed correlations and the
recise boundary conditions and elastic parameters active in the
edium determine their respective weight. 
A last end-member case of interest is one of simple elasticity

here T = T 0 strictly at all time and thermal expansion does not
lay a role. This case was treated in detail in Fokker et al. ( 2021 )
nd reduces to 

dv p 

v p 
= 

κ ′ 
p + 

4 
3 μ

′ 
p 

2( κ + 

4 
3 μ) 

dP , 

dv s 

v s 
= 

μ′ 
p 

2 μ
dP , (11) 

here we interpreted d P = −d u as change in ef fecti ve pressure, due
o pore pressure change d u . 

Above we established how wave speeds change with temperature
nd pressure. Most subsurface seismic monitoring relies on seismic
nterferometry (e.g. Sens-Sch önfelder & Wegler 2006 ), which often
rovides information on surface wave dispersion. Surface wave
hase velocity changes are mainly caused by changes in shear wave
elocities. For small velocity changes this can then be written as 

dc R 
c R 

( ω) = 

∫ ∞ 

0 

(
K 

R 
s ( ω, z )d ln v s ( z ) 

)
dz, (12) 

dc L 
c L 

( ω) = 

∫ ∞ 

0 

(
K 

L 
s ( ω, z )d ln v s ( z ) 

)
dz, (13) 

here c R and c L represent Rayleigh- and Lov e-wav e phase velocities
s a function of angular frequency ω, and shear wave sensitivity
ernels are indicated by K 

R 
s and K 

L 
s for Rayleigh and Love waves,

especti vel y. Since the shear wave speeds depends on temperature,
e can define surface wave temperature sensitivities as 

K 

R,L ( ω, z) = K 

R,L ( ω, z ) 
d ln v s 

( z ) . (14) 
T s dT 
 T E M P E R AT U R E - I N D U C E D  

A R I AT I O N S  I N  S E I S M I C  P RO P E RT I E S :  
A S E  O F  T H E  G RO N I N G E N  

U B S U R FA C E  

ased on the theoretical framework of the previous section, we now
ttempt to characterize temperature-induced variations in seismic
ave speeds and site amplification. Physics-based modelling re-
uires knowledge of a long list of parameters that are not often
 vailable. We ha ve chosen a location where man y observ ations are
resent: the Groningen subsurface of the Netherlands. Section 3.1
escribes the specific initial and boundary conditions for our chosen
egion of study and explains how, under these specific conditions,
ubsurface temperature variations may affect seismic wave speeds.
ection 3.2 describes the rele v ant physical parameters for the mod-
lling exercise. In Section 3.3, we describe a potential forcing of
ubsurface temperature variations via heat diffusion. This allows
s to estimate the temperature sensitivity of seismic waves (Sec-
ion 3.4 ) given the initial and boundary conditions, the medium pa-
ameters and the surface temperature forcing. A last, but interesting,
pplication is how temperature variations affect site amplification.
Section 3.5 ). The latter is useful for seismic hazard assessment in
he region. 

.1 Initial and boundary conditions and effects on seismic 
 av e speeds 

o precisely asses all the terms in eq. ( 5 ), we need to specify initial
nd boundary conditions for the medium under consideration. 

First, we choose the initial stress state to be hydrostatic pressure, 

i j ( z) = −P ( z) δi j = −
∫ z 

0 
ρ( z ′ ) gdz ′ δi j , (15) 

ith density ρ, gravitational acceleration g and depth z . Further
ssuming that the initial temperature is equal to the reference tem-
erature ( T = T 0 ), eq. ( 6 ) leads to initial strain 

i j = − 1 

3 κ
P δi j , (16) 

nd these initial conditions allow us to express the differential of
q. ( 6 ) as 

 σi j = 2 μd εi j + 

(
−d κ

κ
P + 

(
κ − 2 

3 μ
)

d εkk − 3 καT d T 

)
δi j . (17) 

Next w e ha ve to specify boundary conditions. In a horizontally
nfinite medium, or a medium with rigid boundaries, there is no
orizontal strain. As this applies to our region of interest, we assume
orizontal strains to be static: 

 εxx = d εyy = 0 . (18) 

n the vertical direction, ho wever , the material is free to expand,
aturally restricting changes in vertical stress: 

σzz = 0 . (19) 

pplying these boundary conditions to eq. ( 17 ), while writing out
ll diagonal components, leads to the following expressions: 

 σxx = d σyy = −dκ

κ
P + 

(
κ − 2 

3 μ
)
d εzz − 3 καT d T , 

0 = −dκ

κ
P + 

(
κ + 

4 
3 μ

)
d εzz − 3 καT d T . (20) 
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Table 1. Definitions used in this study, organized by the Roman and Greek 
alphabet. 

c L Lov e-wav e phase velocity [m s −1 ] 
c R Ra yleigh-wa ve phase velocity [m s −1 ] 
dln v Alternative notation for relative velocity change: d ln v = 

dv 
v 

F p Amplification factor for compressional waves [ −] 
F s Amplification factor for shear waves [ −] 
K 

L 
s Shear wave velocity sensitivity kernel for Love-wave phase 

velocity [ m 

−1 ] 
K 

R 
s Shear wave velocity sensitivity kernel for Ra yleigh-wa ve 

phase velocity [ m 

−1 ] 
K 

L 
T Temperature sensitivity kernel for Lov e-wav e phase velocity 

[ ◦C 

−1 m 

−1 ] 
K 

R 
T Temperature sensitivity kernel for Ra yleigh-wa ve phase 

velocity [ ◦C 

−1 m 

−1 ] 
P Pressure [Pa] 
t Time [s] 
T Temperature [ ◦C] 
u Pore pressure [Pa] 
v Seismic velocity [m s −1 ] 
v p Compressional-wav e v elocity [m s −1 ] 
v s Shear wave velocity [m s −1 ] 
z Depth [m] 
αd Thermal dif fusi vity [m 

2 s −1 ] 
αT Thermal expansion coefficient [ ◦C 

−1 ] 
δij Kronecker delta, yielding 1 for i = j and 0 otherwise 
εij Strain tensor [–], defined positive for increased volume 
κ Bulk modulus [Pa] 
κ ′ 

p Pressure deri v ati ve of the bulk modulus [–] 
κ ′ 

T Temperature deri v ati v e of the bulk modulus [P a ◦C 

−1 ] 
μ Shear modulus [Pa] 
μ′ 

p Pressure deri v ati ve of the shear modulus [–] 
μ′ 

T Temperature deri v ati v e of the shear modulus [P a ◦C 

−1 ] 
ρ Mass density [kg m 

−3 ] 
σ ij Stress tensor [Pa], defined negative for compression 
ω Angular frequency [rad s −1 ] 

D
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Since the bulk modulus is a function of temperature and pressure 
(eq. 3 ), and the pressure differential is 

d p = −d σxx + d σyy 

3 
, (21) 

w e now ha ve enough information to deduce temperature-induced 
changes in pressure and dilation. 

To obtain the rele v ant expressions, we form a system of equa- 
tions consisting of eqs ( 3 ), ( 20 ) and ( 21 ), and solve for d p and
d εkk : 

dp = 

4 μ( Pκ ′ 
T + 3 κ2 αT ) 

3 κ2 + 4 κμ−4 μκ ′ 
p P 

dT , (22) 

d εkk = d εzz = 

3 ( Pκ ′ 
T + 3 κ2 αT ) 

3 κ2 + 4 κμ−4 μκ ′ 
p P 

dT . (23) 

Replacing in eq. ( 5 ), we obtain the changes in wave speeds due 
to temperature as 

d ln v p = 

dv p 

v p 
= 

κ ′ 
T + 

4 
3 μ

′ 
T 

2( κ + 

4 
3 μ) 

d T + 

κ ′ 
p + 

4 
3 μ

′ 
p 

2( κ + 

4 
3 μ) 

4 μ
(
P κ ′ 

T + 3 κ2 αT 
)

3 κ2 + 4 κμ − 4 μκ ′ 
p P 

d T 

+ 

1 

2 

3 
(
P κ ′ 

T + 3 κ2 αT 
)

3 κ2 + 4 κμ − 4 μκ ′ 
p P 

dT , (24) 

d ln v s = 

dv s 

v s 
= 

μ′ 
T 

2 μ
d T + 

μ′ 
p 

2 μ

4 μ
(
P κ ′ 

T + 3 κ2 αT 

)
3 κ2 + 4 κμ − 4 μκ ′ 

p P 

d T 

+ 

1 

2 

3 
(
P κ ′ 

T + 3 κ2 αT 

)
3 κ2 + 4 κμ − 4 μκ ′ 

p P 

dT . (25) 

All parameters of eqs ( 24 ) and ( 25 ) are a function of depth z . Divid-
ing by d T leads to the temperature sensitivity of body-wave speeds 
(i.e. the relative change in velocity due to a change in temperature). 

3.2 Ph ysical pr operties of the model 

Physics-based modelling of temperature-induced variations in seis- 
mic wave speeds requires models correctly describing the physical 
properties. We use models from the subsurface of the province of 
Groningen in the Netherlands, and lab experiments on similar (semi- 
)unconsolidated materials. The Groningen region provides an ideal 
setting for physics-based modelling due to its well-documented ge- 
ological and geophysical characteristics. Moreover, we can rely on 
air temperature measurements from the meteorological station in 
Eelde, operated by the Royal Netherlands Meteorological Institute 
(KNMI 2023 ). Table 1 shows a list of all the properties and mathe- 
matical definitions used in this study. 

We gather shear wave velocity and density models from Nti- 
nalexis et al. ( 2023 ) and a compressional-wav e v elocity model from 

Romijn ( 2017 ), all at the location of seismic station G08 (KNMI 
1993 ). From these models, we can compute all elastic parameters 
needed for this study. Following Fokker et al. ( 2021 , 2023 ), we 
compute the pressure deri v ati ve of the bulk and shear moduli by a 
pointwise deri v ati ve of the bulk and shear moduli with respect to 
the confining pressure. A smoothing operation with a robust weigh- 
ing function and positivity constraint removes outliers that occur at 
lay er intersections. F igs 1 (a)–(h) show the elastic models used in this 
study. The detailed models of Ntinalexis et al. ( 2023 ) in blue have 
been smoothed for this study to obtain the black curves. For this 
smoothing process, we applied local regression using a weighted 
linear least squares and a first degree polynomial model. 

Thermo-elastic model parameters should be selected from exper- 
iments on similar unconsolidated materials. Temperature deri v ati ves 
of the bulk and shear moduli can only be determined in a laboratory 
setting. For fully saturated clay, Bentil & Zhou ( 2022 ) found that 
after multiple thermal cycles the temperature deri v ati ve of the shear 
modulus is in the order of μ′ 

T ∼ −0 . 6 · 10 6 Pa ◦C 

−1 (Fig. 1 i). For the 
temperature deri v ati ve of the bulk modulus, ho wever , we could not 
find values for unconsolidated materials. At a temperature of T = 

20 ◦C, values are reported to be κ ′ 
T = −5 . 3 × 10 6 and − 18 × 10 6 

Pa ◦C 

−1 for quartz and calcite, respecti vel y (Dandekar & Ruoff 
1968 ; Ohno 1995 ; Lakshtanov et al. 2007 ; Orlander et al. 2021 ). In 
this study, we use the value for quartz (Fig. 1 j), although this might 
be a slight overestimation for unconsolidated materials. 

Thermal expansion coefficients can be as small as a T ∼ 10 ×
10 −6 ◦C 

−1 (Svidr ó et al. 2020 ; Radkovsk ỳ et al. 2022 ), whereas for 
natural clays and sands we find values from αT ∼ 18 × 10 −6 to ∼
22 × 10 −6 ◦C 

−1 (McKinstry 1965 ; Bobrowski et al. 2018 ). For the 
purpose of this study, we use αT = 20 × 10 −6 ◦C 

−1 , independent of 
depth (Fig. 1 k). As thermal dif fusi vity of clayey sands, Kooi ( 2008 ) 
reported a value of αd = 2.2 × 10 −6 m 

2 s −1 , which we adopt in our 
study, independent of depth (Fig. 1 l). 

3.3 Temperatur e f or cing in the Groning en subsurf ace by 
heat diffusion modelling 

Subsurface temperature variations can be computed with a finite- 
difference method using surface temperature measurements and the 
thermal dif fusi vity (e.g. Pham 1985 ). We assume here that temper- 
ature predominantl y v aries with time and vertical direction. In this 
case, heat transport through diffusion can be described by the 1-D 
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Figure 1. Models of physical properties used in this study, as a function of depth: (a) compressional-wave velocity v p retrieved from Romijn ( 2017 ), (b) shear 
wav e v elocity v s from Ntinale xis et al. ( 2023 ) in blue and smoothed in black, (c) mass density ρ as presented by Ntinalexis et al. ( 2023 ) in blue and smoothed 
in black, (d) confining pressure under hydrostatic condition, p( z) = 

∫ z 
0 ρ( z ′ ) gdz ′ , (e) smoothed shear modulus μ = ρv 2 s , (f) smoothed deri v ati ve of the shear 

modulus with respect to the confining pressure μ′ 
p = ∂μ/∂p, (g) smoothed bulk modulus κ = ρv 2 p − 4 

3 ρv 2 s , (h) smoothed deri v ati ve of the bulk modulus with 
respect to the confining pressure κ ′ 

p = ∂κ/∂p, (i) temperature deri v ati ve of the shear modulus μ′ 
T = ∂ μ/∂ T for saturated clay after multiple thermal cycles 

(Bentil & Zhou 2022 ), (j) temperature deri v ati ve of the bulk modulus κ ′ 
T = ∂ κ/∂ T for quartz (Ohno 1995 ; Lakshtanov et al. 2007 ; Orlander et al. 2021 ), 

(k) estimate of the thermal expansion coefficient αT for unconsolidated materials (McKinstry 1965 ; Bobrowski et al. 2018 ) and (l) thermal dif fusi vity αd for 
clayey sands as reported by Kooi ( 2008 ). 
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heat diffusion equation, 

∂T 

∂t 
( z, t) = αd ( z) 

∂ 2 T 

∂z 2 
( z, t) , (26) 

where αd represents the thermal dif fusi vity of the medium, and 
∂ T / ∂ t describes the change in temperature over time and ∂ 2 T / ∂z 2 

represents the 1-D Laplacian of temperature T . Knowing the sur- 
face temperature evolution, that is, air temperature measurements in 
Eelde (KNMI 2023 ), and the thermal dif fusi vity ( αd ∼ 2.2 × 10 −6 

m 

2 s −1 ; K ooi 2008 ), w e model the subsurface temperature evolution 
by (1) updating the temperature model at the surface using the air 
temperature measurements at time t = τ , 

T ( z = 0 , t = τ ) = T ( air ) ( t = τ ) , (27) 

(2) computing temperature change over time-step � t , 

�T ( z i , t = τ ) = αd ( z i ) 
∂ 2 T 

∂z 2 
( z i , t = τ ) �t, (28) 

using the second discrete space deri v ati ve 

∂ 2 T 

∂z 2 
( z i ) = 

T ( z i+ 1 ) − 2 T ( z i ) + T ( z i−1 ) 

�z 2 
, (29) 

and (3) updating the temperature model for the next time-step t = 

τ + � t , 

T ( z i , t = τ + �t) = T ( z i , t = τ ) + �T ( z i , t = τ ) . (30) 

We start from a uniform temperature model, fixed at the average 
air temperature over six years T ( air ) 

avg = 10 . 4 ◦C, and repeat steps (1), 
(2) and (3) for time-steps of � t = 600 s and vertical steps of � z 
= 0.1 m to obtain a temperature model as a function of depth and 
time. The results are shown in Fig. 2 , revealing a generic diffusion 
beha viour: a thermal wa ve with a rapid decrease in temperature 
variations with depth and a time delay increasing with depth (e.g. 
Mandelis 2001 ). At 10 m depth, we find a time delay of approx- 
imately four months with respect to the surface temperature and 
temperature differences between summer and winter are in the or- 
der of 1 . 5 ◦C. Daily temperature variations do not penetrate further 
than 1 m into the subsurface. The results of Fig. 2 are in the same 
order of magnitude as the direct subsurface temperature measure- 
ments by Bense & Kooi ( 2004 , fig. 3) and Kole et al. ( 2020 , fig. 29)
with distributed temperature sensing at a similar site in Groningen. 
The temperature variations presented here will be used to drive d T 

in the following sections. 

3.4 Temperatur e sensiti vities of seismic w av es 

Using eqs ( 22 ) and ( 23 ) divided by d T , for the elastic and the
thermo-elastic models presented in Section 3.2 , we compute the 
temperature sensitivity of pressure and strain. Fig. 3 shows the 
temperature sensitivity for pressure (a) and volumetric strain (b) as 
a function of depth. For Fig. 3 (a), the steep increase of the sensitivity 
with depth can be explained by the rapid increase in shear modulus 
μ. The sensitivity of the dilation is positive but small. This directly 
implies that density will decrease when temperatures increases, but 
the numbers are small, so the effect will be negligible as we already 
conjectured in Section 2 . 

Using the solutions in eqs ( 24 ) and ( 25 ) divided by d T , for the
elastic and the thermo-elastic models presented in Section 3.2 , we 
compute the temperature sensitivity of compressional- and shear 
wav e v elocities. Fig. 3 shows the temperature sensitivity of v p (c) 
and v s (d) as a function of depth, for each mechanism separately 
(red, orange and blue) and for their sum (black). 
Figs 3 (c) and (d) clearly show the opposing signs of the dif- 
ferent mechanisms. Velocity changes via the intrinsic temperature 
dependency of the elastic parameters (red) are ne gativ ely affected 
by temperature, since the temperature derivatives of the bulk and 
shear moduli are ne gativ e. Velocity changes through thermal pres- 
sure (orange) and density (blue), on the other hand, are positi vel y 
af fected b y temperature, since | pκ ′ 

T | < 3 κ2 αT and all other param- 
eters are positive. The contribution from dilatation shows velocity 
changes two orders of magnitude smaller, hence this mechanism 

can be neglected as discussed above. Although the two dominant 
mechanisms have clearly opposing effects on the velocities, the 
amplitudes of velocity change through thermal pressure and the in- 
trinsic temperature dependency of elastic constants are of the same 
order of magnitude. Therefore, the total effect can be positive or 
ne gativ e, depending on the physical parameters and conditions. For 
the Groningen subsurface, we note total velocity changes with a 
ne gativ e sign from 0 to 6 m depth, and a positive sign beyond 6 m 

depth. 
Knowing the temperature sensitivity of compressional and shear 

wa ve speeds, w e can now model wave speed variations due to a 
forcing by surface temperature variations as modelled in Section 3.3 . 
Temperature changes d T ( t , z ) are constructed from the temperature 
model presented in Fig. 2 by removing the mean temperature over six 
years, and substituted in eqs ( 24 ) and ( 25 ). Fig. 4 shows the modelled 
velocity variations as a function of time and depth for compressional 
waves (a) and (b) and shear waves (c) and (d). The distinct change 
in sign at a depth of 6 m can again be explained by the transition 
from one dominant mechanism to another. Velocity changes in the 
first 6 m are dominated by the intrinsic temperature dependencies of 
the bulk and the shear moduli, while below a depth of 6 m velocity 
changes are dominated by thermally induced pressure. 

To obtain temperature sensitivity kernels for Rayleigh and Love 
wa ves, w e compute shear wave sensitivity kernels K 

R 
s and K 

L 
s us- 

ing the adjoint method (Hawkins 2018 ) on the 1-D profiles for 
compressional-wav e v elocity, shear wav e v elocity and density pre- 
sented in Section 3.2 , and multiply them with the temperature sensi- 
tivity of the shear wave velocity dln v s /d T as displayed by the black 
curve in Fig. 3 (d). Fig. 5 shows temperature sensitivity kernels for 
Rayleigh (a) and Love (b) waves. We find again a distinct sign 
change at 6 m depth, corresponding to the sign change in Fig. 3 (d). 

Phase-velocity changes of Rayleigh and Love waves are then 
modelled using eqs ( 12 ) and ( 13 ), the temperature sensitivity ker- 
nels shown in Fig. 5 , and the temperature variations as modelled 
in Section 3.3 . Fig. 6 shows the Rayleigh and Lov e wav e v elocity 
changes as a function of time and frequency. Unlike Figs 3 (c) and 
(d), 4 and 5 , Fig. 6 does not show the distinct sign change associated 
with a change in mechanism. This can be explained by the ampli- 
tude decay with depth of the temperature variations. This leads to 
very small changes in low-frequency surface-wave phase velocity. 
Velocity changes of Love waves can be neglected below 2 Hz, while 
for Ra yleigh-wa v e v elocity change can be ne glected below 4 Hz. 
Besides the differences frequenc y-wise, v elocity changes of Love 
waves are also larger in amplitudes compared to Rayleigh waves. 
This can be explained by the shallower sensitivity of Lov e-wav e 
velocities in general. 

3.5 Site amplification 

Amplifications of relati vel y small earthquake motions in the Gronin- 
gen re gion hav e led to considerable damage (Bommer et al. 2017 ; 
Kruiver et al. 2017 ; Rodriguez-Marek et al. 2017 ; van Ginkel 
et al. 2019 ). Shallow soft sedimentary la yers overla ying harder 
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Figure 2. Temperature diffusion model for clayey sands ( αd = 2.2 × 10 −6 m 

2 s −1 ; Kooi 2008 ) as a function of time and depth in different visualizations: (a) 
colour plot for the depth range 0–10 m, (b) colour plot clipped at temperature range 9.9–10.9 ◦C for the depth range 10–50 m and (c) line plots for various 
depth levels. Yearly temperature variations are clearly shown in all visualizations, whereas the daily variations are only visible in (a) and (c). 

Figure 3. Sensitivities to temperature changes as functions of depth for the elastic and the thermo-elastic models presented in Section 3.2 . Temperature 
sensitivity of pressure (a) and volumetric strain (b) in accordance with eqs ( 22 ) and ( 23 ), respecti vel y. Sensiti vity of compressional- (c) and shear wave 
velocities (d) to temperature variations in accordance with eqs ( 24 ) and ( 25 ) for three mechanisms separately and for their sum. The red curves indicate the 
temperature sensitivities via the intrinsic temperature dependency of the elastic parameters, the orange curves show sensitivities through thermally induced 
pressure, the blue curves reveal the sensitivity through thermally induced strain and the black dashed curves show the sum of all mechanism in accordance 
with eqs ( 24 ) and ( 25 ). 
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Figure 4. Variations in body-wave velocities due to the temperature variations modelled in Section 3.3 (Fig. 2 ), visualized here as a function of time and depth. 
Velocity variations of compressional waves (a) and (b) and shear waves (c) and (d) are plotted as colour plots (a) and (c) and line plots (b) and (d). The models 
of velocity change were obtained by a multiplication of the temperature model presented in Fig. 2 , reduced by the mean temperature over six years, and the 
temperature sensitivities of compressional- and shear wave velocities as displayed in Figs 3 (c) and (d). 
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bedrock are known to amplify ground motion generated by earth- 
quakes: ground motions are amplified by the low impedance (den- 
sity times velocity) of the shallow layers (Bard et al. 1988 ; Bradley 
2012 ). As the impedance contrast determines the amplification 
factor, velocity variations in shallow layers contribute directly to 
changes in site amplification. Here, we derive how the relative 
changes in compressional- and shear wave velocity affect site 
amplification. 

Ruigrok et al. ( 2022 , appendix A) compared two approaches to 
compute the amplification factor using density and velocity, either 
using the Zoeppritz equation at every single interface, or assum- 
ing a smooth impedance gradient. The difference between the two 
approaches decreases with an increasing number of layers. 

For smooth impedance gradients, the amplification term can be 
written as 

F ( z 1 , z 2 ) = 

√ 

ρ2 v 2 

ρ1 v 1 
, (31) 
with ρ1 and v 1 density and velocity corresponding to depth z 1 , 
and ρ2 and v 2 density and velocity corresponding to depth z 2 . The 
amplification factor describes the relative increase in signal ampli- 
tude, when travelling from depth z 2 up to z 1 . A temperature-induced 
change in velocity at depth z 1 , while depth z 2 is not subjected to 
change (because our temperature forcing does not diffuse deep 
enough), leads to a relative change in amplification of 

dF 

F 

( z 1 ) = −1 

2 

dv 1 

v 1 
, (32) 

with d v 1 / v 1 the relative velocity change at depth z 1 . Hence, a velocity 
increase leads to a decrease in amplification with half the amplitude. 

Temperature-induced changes in amplification are computed us- 
ing eq. ( 32 ) for compressional- and shear wave velocity change at 
the surface (i.e. z = 0 m) as computed in Section 3.4 (Fig. 4 ). Fig. 7 
shows the amplification factors due to temperature-induced changes 
in body-wave velocity at the surface. The amplification factor for 
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Figure 5. Temperature sensitivity kernels for Rayleigh (a) and Love waves (b), as computed using eq. ( 14 ). Shear wave sensitivity kernels K 

R 
s and K 

L 
s have 

been computed using the adjoint method (Hawkins 2018 ) on the elastic parameters presented in Section 3.2 , and multiplied by the temperature sensitivities of 
the shear wave velocity (eq. 25 ; Fig. 3 d). 

Figure 6. Variations in surface-wave phase velocities due to the temperature variations modelled in Section 3.3 (Fig. 2 ), visualized here as a function of time 
and frequency. Velocity variations of Ra yleigh wa ves (a) and Love waves (b) are plotted as colour plots. The models of velocity change were computed in 
accordance with (a) eq. ( 12 ) and (b) eq. ( 13 ) for the temperature model presented in Fig. 2 , reduced by the mean temperature over six years, and the temperature 
sensitivity kernels for Rayleigh- and Lov e-wav e v elocities as display ed in F igs 5 (a) and (b). 
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ompressional waves changes by d F p / F p ∼ 0.1 per cent from win-
er to summer, while for shear waves we find values of d F s / F s ∼
 per cent from winter to summer. 

 D I S C U S S I O N  

n this study, we delved into the physics of seismic wave speed
hanges caused by temperature variations. We established rela-
ionships based on fundamental principles. Ho wever , it is impor-
ant to note that we did not account for all possible factors in our
nalysis (we neglected chemical and fluids changes for instance),
nd therefore, our models may not fully account for all the ob-
ervations found in the existing literature. Nonetheless, for (semi-
unconsolidated materials, we are confident that our investigation
aptures the dominant mechanisms for temperature-induced seismic
ave speed changes. 
In Section 3.2 , we selected physical parameters for the shallow
ubsurface of Groningen or for similar unconsolidated materials
rom e xisting literature. Howev er, the current studies lack readily
v ailable temperature deri v ati ves for bulk and shear moduli. For
nconsolidated materials, we came across only one study that ex-
lores the connection between the shear modulus and temperature
Bentil & Zhou 2022 ), and none that investigates the temperature
ependency of the bulk modulus. For the latter, we therefore re-
orted to values determined for quartz (Ohno 1995 ; Lakshtanov
t al. 2007 ; Orlander et al. 2021 ), which may be an overestimation.
ess ne gativ e values for κ ′ 

T would, in accordance with eqs ( 24 )
nd ( 25 ), shift the red curve in Fig. 3 (c) (intrinsic temperature de-
endency) towards less negative values, while the orange curves in
igs 3 (c) and (d) would shift to slightly more positive values. Halv-

ng the value of κ ′ 
T just pushes compressional wave speed changes

o the positive regime (Fig. 3 c, black), while shear wave speed
hanges remain mostly unaffected. As an alternative to laboratory
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Figure 7. Relative change in site amplification due to the body-wave velocity variations modelled in Section 3.4 (Fig. 4 ). 
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experiments, temperature deri v ati ves of the bulk modulus for 
saturated materials could potentially be approximated using the 
Gassmann equations, since Jaya et al. ( 2010 ) showed that fluid char- 
acteristics play a significant role in seismic wave speed changes in 
a laboratory setting, and the bulk modulus of water is a well-known 
parameter as a function of temperature. We could therefore use the 
Gassmann equations to compute the change in bulk modulus due to 
a substitution of water of a certain temperature with water of a differ- 
ent temperature, ultimately resulting in a temperature deri v ati ve of 
the bulk modulus. This discussion is a reminder that when using our 
approach for temperature monitoring, a detailed uncertainty anal- 
ysis of the elastic constants is required. In our contribution, which 
is meant to identify how different mechanisms affect seismic wave 
speeds, it is less of a concern beyond being aware that uncertainties 
matter. 

The modelled temperature evolution in Section 3.3 is also an ap- 
proximation, since temperature changes due to advection and phase 
transitions (Rutten et al. 2010 ), and upward heat transport from the 
deep subsurface are not taken into account. Fur ther more, not only 
are surface temperatures affected by air temperatures and radiation, 
air temperatures are also partly controlled by soil temperatures (e.g. 
Qin et al. 2023 ). Air temperature variations are therefore not a sole 
source for soil temperature changes, but merely an estimate of sur- 
face temperatures. Upward heat transport from the deep subsurface 
also results in a temperature gradient as shown by Ter Voorde et al. 
( 2014 ). Such a steady gradient however does not affect the change 
in temperature, since only the second spatial deri v ati ve contributes 
to temporal changes (eq. 26 ). Phase transitions can also be a source 
for temperature change. As the contact area between liquid and gas 
is largest in the unsaturated subsurface, e v aporation mostl y af fects 
the temperature in this layer. During the summer, this layer will 
slightly cool down due to e v aporation, hence the temperature dif- 
ference between summer and winter will be slightly smaller than 
presented in Fig. 2 . This effect is rather small, as the modelled sub- 
surface temperature differences between summer and winter are in 
the same order of magnitude as direct temperature measurements 
(Bense & Kooi 2004 ; Kole et al. 2020 ). Groundwater flow can also 
contribute to heat transport (Bense & Kooi 2004 ; de Louw et al. 
2010 ). Ho wever , in the saturated subsurface, vertical flow is rela- 
ti vel y low (maximum of 360 mm yr −1 , Kooi 2008 ), making heat 
transport through advection negligible compared to the yearly heat 
transport by diffusion. All these potential contributions to subsur- 
face temperature changes do not pose a problem for our purpose, 
as we are mainly interested in the order of magnitude of daily and 
seasonal variations. 

In Section 3.1 , we made necessary assumptions regarding 
thermo-elastic changes, including the exclusion of vertical stress 
and horizontal strain, as well as an initial hydrostatic pressure for 
our region of interest. These assumptions are valid in a horizontally 
isotropic medium with no horizontal temperature variations and are 
reasonable in an unconsolidated setting as in the shallow subsurface 
of Groningen, where horizontal variations in geology are small, and 
vertical heat diffusion is the dominant mechanism for subsurface 
heat transport. These assumptions, ho wever , need to be changed 
for different settings such as volcanoes, mountainous areas with a 
horizontall y hetero geneous geolo gy, or lake areas with large lateral 
temperature gradients. 

Anelastic effects were not considered in our analysis. Due to a 
low shear strength there is a potential for reorganization in uncon- 
solidated materials such as sand and clay, leading to the anelastic 
transmission of horizontal stress to vertical strain (Ben-Zion & 

Leary 1986 ). While the shear strength in unconsolidated materials 
is relati vel y small, it is not negligible (Liu et al. 2018 ). Therefore, 
shear stresses can indeed exist, but only when they exceed the shear 
strength will anelastic changes start to occur. 

In our analysis, we did not consider temperature-induced changes 
in pore fluids. When the temperature rises under drained condi- 
tions, the pore fluid will expand as described by the thermal expan- 
sion coefficient of water ( d εwater 

kk / d T = 3 αwater 
T = 2 . 2 × 10 −4 ◦C 

−1 ).
Consequently, the corresponding body-wav e v elocity changes are 
smaller than the already insignificant blue curves in Figs 3 (c) 
and (d) and can hence be neglected. The pore fluids there- 
fore expand faster due to temperature changes ( d εwater 

kk / d T = 

2 . 2 × 10 −4 ◦C 

−1 ) than the total volume including the pore space 
( d εtotal 

kk / d T = 0 . 6 × 10 −4 ◦C 

−1 ; Fig. 3 b). This leads to groundwater
migration, a slight increase of the groundwater level, and hence a 
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emperature-induced change in pore pressure and seismic velocity.
t is however unknown how the porosity responds to expansion,
ence we can only assess the order of magnitude for temperature-
nduced pore pressure change. The pore pressure u ( z ) is determined
y the height h of the water column above depth z , the density of
he pore fluid ρw and the gravitational acceleration g as u = h ρw g .
or a relative increase of the water column of 2.2 × 10 −4 of an
nitial h = 50 m, the pore pressure increases by about d u ∼ 110
a. These pore pressure effects are at least two orders of magnitude
maller than the pressure changes presented in Fig. 3 (a), and can
hus be neglected. Under undrained conditions, the restriction of
ore fluid expansion howe ver significantl y af fects the pore pressure
nd needs to be accounted for. We also did not consider the effect
f freezing and thawing of the pore fluids on the elastic parameters
ither. Freezing of pore fluids significantly increases the shear mod-
lus, consequently increasing body-wav e v elocities and decreasing
ite amplifications. This effect has not been taken into account. As
utch winters are relati vel y mild (Fig. 2 ), the temperatures in the
nsaturated subsurface rarely freezes. In colder environments this
eeds to be addressed though (e.g. James et al. 2019 ; Lindner et al.
021 ). 

We only considered surface-wave phase velocity changes through
hanges in shear wave speeds, and excluded density and compres-
ional wave sensitivity kernels in eqs ( 12 )–( 14 ). We can justify this
y two observations. Density and compressional wave sensitivity
ernels are at least an order of magnitude smaller than shear wave
ensitivity kernels, and temperature sensitivities of density and com-
ressional wave velocity are at least one order of magnitude smaller
han the temperature sensitivity of the shear wave velocity (Figs 3 c
nd d). 

The sensitivity kernels derived in our application establish a con-
ection between temperature variations and surface-wave phase ve-
ocity changes. Ho wever , we should emphasize that a kernel-based
pproach is only valid for small perturbations. We believe that the
elocity variations up to 8 per cent (Fig. 4 ) fall within the range of
mall perturbations. 

In Section 3.5 , we only considered changes in amplification due
o temperature-induced body-wave speed changes at the surface,
hereas in reality temperature variations affect body-wave speeds
ver a larger depth range. We further assumed a smooth impedance
radient. The errors introduced by these simplifications are much
maller than the values we find. We need to note however that tem-
erature variations below well-insulated buildings may be smaller,
eading to smaller amplifications, and the amplification factor at a
uilding’s foundation depth may be the more important factor for
tructure safety. 

We focused on laterally homogeneous temperature variations.
o wever , others considered lateral variations in temperature, lead-

ng to non-zero horizontal strains and vertical stresses (e.g. Berger
975 ; Ben-Zion & Leary 1986 ; Ben-Zion & Allam 2013 ; Richter
t al. 2014 ). Such configurations result in stresses and strains prop-
gating much deeper than the actual temperature change, as il-
ustrated in Tsai ( 2011 , fig. 1). Consequentl y, body-w ave speed
hanges are affected over greater depths, and surface wave phase
elocity changes extend to lower frequencies. Er mer t et al. ( 2023 )
iscov ered that low-frequenc y sensitivities to surface temperature
ariations are particularly prominent near lake zones, where signifi-
ant lateral temperature gradients exist. For higher frequencies, they
bserved no distinction between zones with or without temperature
radients, suggesting that lateral temperature gradients do not sig-
ificantl y af fect thermal stresses and strains in shallow layers. The
pproach presented here is mainly applicable at areas where large
ater bodies are absent, otherwise lateral temperature gradients
hould be included. 

Our analysis focused on the Groningen subsurface of the Nether-
ands, accommodating a thick layer of soft unconsolidated materi-
ls. Although the conclusions mostly apply to this specific region,
he approach of Section 3 can be applied to any location where
he theoretical framework of Section 2 holds. It simply requires
 careful consideration on initial and boundary conditions as well
s elastic parameters to establish the weight between the different
ffects. 

We studied seismic wave speed changes resulting from natu-
al daily and seasonal temperature variations at the surface, and
ur assumptions were tailored accordingl y. Howe ver, in the context
f subsurface heat-storage or geothermal power plants, certain as-
umptions need reconsideration. Specifically, we need to account
or horizontal heat transport through diffusion and advection, as
ell as horizontal strain and vertical stress. Stricker et al. ( 2023 )
ave demonstrated that it is possible to solve this problem semi-
nal yticall y (v an Wees et al. 2019 ) for thermall y induced stresses
nd strains, as well as for pore pressure changes resulting from in-
ection and production. To e v aluate the ef fect of thermo-elasticity on
eismic velocities, we can still use eq. ( 5 ) in addition to appropriate
nitial and boundary conditions as well as elastic parameters. 

Given the relationships between temperature, seismic velocities
nd site amplification, the question arises: does climate change pose
 threat to human safety through changes in site amplification? The
emperature sensitivities presented in Fig. 3 (d) show that shear wave
elocities decrease by 0.5 per cent per ◦C at the surface, leading to
n increase in site amplification of 0.25 per cent per ◦C. Even when
onsidering a pessimistic temperature scenario of d T = 4 ◦C by the
ear 2100 (fig. TS.4 in P örtner et al. 2023 ), we predict an increase in
ite amplification in the order of only 1 per cent. Therefore, climate
hange has a minimal effect on site amplification. 

 C O N C LU S I O N S  

e have investigated the effects of temperature on seismic prop-
rties in the shallow subsurface. For several end-member models,
e computed the sensitivity of near-surface seismic properties to

emperature variations. At a site in the Groningen region in the
etherlands, we estimated variations in subsurface temperature,
 v aluated thermall y induced stresses and strains, and determined
ow these factors influence body-wave speeds, surface wave phase
elocities, and site amplifications. 

We have considered several mechanisms that contribute to ve-
ocity changes and found that the intrinsic temperature dependency
f elastic moduli compete with thermally induced stresses in a
hermo-elastic setting. In a purely elastic medium, pore pressure
ffects dominate. Our findings for the Groningen subsurface indi-
ate that thermally induced dilatation is negligible and can hence be
isregarded. The specific initial and boundary conditions, as well
s the elastic parameters determine how the intrinsic temperature
ependency of the elastic parameters and the thermally induced
tresses are balanced. We suggest that this can potentially recon-
ile discrepancies observed between field and laboratory experi-
ents. For Groningen, we note a distinct turning point at 6 m depth,

bove which the intrinsic temperature dependency dominates veloc-
ty changes, while below 6 m, thermal stress becomes the dominant
actor. 

Specifically for the shallow unconsolidated sediments in the sub-
urface of Groningen, where subsurface temperature fluctuations
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are dri ven b y seasonal atmospheric temperature fluctuations roughly 
between −5 and 30 ◦C, we predict seasonal temperature-induced 
changes in body-wave speeds up to 8 per cent in the first few me- 
tres of the subsurface, high-frequenc y (abov e 2 Hz) surface-wave 
phase velocity variations of approximately 1–2 per cent, and relative 
changes in site amplification in the order of 4 per cent. The compe- 
tition between the two dominant mechanisms for velocity changes 
determines that site amplification is more enhanced during summer 
and decreased during winter. 
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